
The `Bayesian’ approach to perception, 
cognition and disease

Peggy Seriès,  
IANC, University of Edinburgh 

do i know this person?

The challenge faced by the brain: uncertainty

which is the path they said i should take

Is my model correct?  
 

•  Humans & animals operate  
in a world of sensory uncertainty: 
- e.g. mapping of 3D objects to 2D image  
- intrinsic limitations of the sensory systems  
(e.g. number and quality of receptors in the retina)  
- neural noise  
--> multiple interpretations about the world are possible;
• The brain must deal with this uncertainty to generate perceptual 
representations and guide actions. 

• Perception must work backwards to extract underlying cause of noisy 

inputs :  unconscious, probabilistic inference
• The brain as a guessing machine.

Uncertainty everywhere

• Bayesian Statistics (mathematics): Thomas Bayes 
(1702-1761), Pierre-Simon Laplace (1749-1827),  
Harold Jeffreys (1891-1989), Richard Cox 
(1898-1991), Edwin Jaynes (1922-1998)
• 1860s: Helmholtz : perception as unconscious 
inference, making assumptions and conclusions 
from incomplete data, based on previous 
experiences.
• 1990s : Geoff Hinton, Peter Dayan - Helmholtz 
machine -- brain as generative model.
• 2000s --> enters experimental (psychophysics) 
world, spreads in theoretical world, now physiology?

The Uncertain History of the Bayesian Brain



•   What is the chance that it will 

rain today?

What is Bayes’ theorem about ?

you want to compute P(h|e) :

•   probability that it is going to rain given the 
evidence (e.g. the clouds look dark)  
you use

• P(e|h) : probability of the evidence (that the 
clouds look dark) when it is actually going to 
rain (from previous measurements - model of 
the world).

• P(h): prior knowledge or bias about the 
probability of rain (before observing any data)

- 1990s- Purpose of the brain: infer state of the 
world from noisy and incomplete data [G. Hinton, P. 
Dayan, A. Pouget, R. Zemel, R. Rao, etc..] 

- Perception often modelled using the framework of 
Bayesian Inference  

A Bayesian theory of the Brain

P (h1|e) =
P (e|h1)P (h1)

P (e)

Reverend Thomas 
Bayes, 1702- 1761

manipulating probabilities -- degree of belief.  

“Instead of trying to come up with an answer to a question, the brain tries to come 
up with a probability that a particular answer is correct,” Alex Pouget. 

• Hypothesis:  information manipulated by sensory 
systems has the form of a conditional probability density 
function

• e.g. the position of an object is represented not a 
single number, x, but P(x|Z), where Z is the available 
data  

• = stores likelihoods = ‘generative models’, or ‘forward 
model’ of the world, P(Z|x), and prior knowledge / state 
of the world, P(x).

• Given new data Z, the brain computes P(x|Z)

Bayesian coding hypothesis (1)

P(x|Z)

v

Bayes 
theorem

P (x|Z) =
P (x, Z)
P (Z)

=
P (Z|x)P (x)

P (Z)

• Benefits:  
-  integrate information efficiently over space & time  
- integrate information efficiently from different sensory 
cues and modalities 
- propagate information without committing too early to 
particular interpretations.  

• Commit as late as possible, then collapsing the 
probability distribution into a single number = decision, 
or action taken.

• e.g. take the max of the posterior

Bayesian coding hypothesis (2)

P(x|Z)

x

x̂



• How to do that depends on cost function : 

Estimators and cost functions

x̂ = argmaxxP (x|Z)

max of the posterior

P(x|Z)

x

x̂• one option is to take the max of the posterior

• another option is to take the mean of the posterior

 this is known to optimize a cost function that is 0 
when                      and e=cst otherwise.

 which minimizes the mean squared error 

x̂ = x

(x̂� x)2
ŝ =

�
xp(x|Z)dx

• another option is that the brain could use samples from the posterior

The Behavioural Level:  
Do People behave as Bayesian Observers? 

• Bayesian hypothesis as a benchmark for performance.

• Humans not optimal / achieving the level of performance afforded by 
the uncertainty in the physical stimulus (e.g. movies)
• The question is:  
1 -  Do neural computations take into account the uncertainty of 
measurements at each stage of processing?  
2 - Combine it optimally with previous experience?  
 

• testable predictions at the behavioural level
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Is the Human Brain “Bayesian-optimal”?

1 - Do brains take into account measurement uncertainty 
when combining different (simultaneous) information?   
Combine different sources optimally?



• example: McGurk effect, 
Ventriloquism  
Why do we get tricked?

Example: integrating vision and audition

http://www.youtube.com/watch?
v=rfNCoSE61w8

http://www.youtube.com/watch?v=G-lN8vWm3m0

• e.g. integration between visual and 
auditive information  

• prediction 1 (position): if visual cue 
is more reliable, then final estimate 
is shifted towards visual cue. 

• prediction 2 (variance or 
discrimination threshold): Final 
discrimination threshold lower than 
that for each modality ; varies if 
reliability of one modality varies.

Cue Integration (1) : qualitative predictions

sources in auditory and visual mechanisms are statisti-
cally independent, we can decompose the likelihood
function into the product of likelihood functions associated
with the visual and auditory cues, respectively:

PðV;A=XÞZpðV=XÞpðA=XÞ (Equation 2)

p(V/X) and p(A/X) fully represent the information provided
by the visual and auditory data about the position of the
target. The posterior density function is therefore pro-
portional to the product of three functions: the likelihood
functions associated with each cue and the prior density
function representing the relative probability of the target
being at any given position. An optimal estimator could pick
the peak of the posterior density function, the mean of the
function or any of several other choices, depending on the
cost associated with making different types of errors [24].

For our purposes, the point of the example is that an
optimal integrator must take into account the relative
uncertainty of each cue when deriving an integrated
estimate. When one cue is less certain than another, the
integrated estimate should be biased toward the more

reliable cue. Assuming that a system can accurately
compute and represent likelihood functions, the calcu-
lation embodied in equations 1 and 2 implicitly enforces
this behavior (Figure 1). Although other estimation
schemes can show the same performance as an optimal
Bayesian observer (e.g. a weighted sum of estimates
independently derived from each cue), computing with
likelihood functionsprovides themost directmeansavailable
to account ‘automatically’ for the large range of differences in
cue uncertainty that an observer is likely to face.

This is the basic premise on which Bayesian theories of
cortical processing will succeed or fail – that the brain
represents information probabilistically, by coding and
computing with probability density functions or approxi-
mations to probability density functions. We will refer to
this as the ‘Bayesian coding hypothesis’. The opposing
view is that neural representations are deterministic and
discrete, which might be intuitive but also misleading.
This intuition might be due to the apparent ‘oneness’ of
our perceptual world and the need to ‘collapse’ perceptual
representations into discrete actions, such as decisions or
motor behaviors. The principle data on the Bayesian
coding hypothesis are behavioral results showing the
many different ways in which humans perform as
Bayesian observers.

Are human observers Bayes’ optimal?
What does it mean to say that an observer is ‘Bayes’
optimal’? Humans are clearly not optimal in the sense that
they achieve the level of performance afforded by the
uncertainty in the physical stimulus. Absolute efficiencies
(a measure of performance relative to a Bayes’ optimal
observer) for performing high-level perceptual tasks are
generally low and vary widely across tasks. In some cases,
this inefficiency is entirely due to uncertainty in the
coding of sensory primitives that serve as inputs to
perceptual computations [6]; in others, it is due to a
combination of sensory, perceptual and cognitive factors
[25]. The real test of the Bayesian coding hypothesis is in
whether the neural computations that result in perceptual
judgments or motor behavior take into account the
uncertainty in the information available at each stage of
processing. Psychophysical work in several areas suggests
that this is the case.

Cue integration
Perhaps the most persuasive evidence for the Bayesian
coding hypothesis comes from work on sensory cue
integration. When the uncertainty associated with each
of a set of cues is approximated by a Gaussian likelihood
function, the average estimate derived from an optimal
Bayesian integrator is a weighted average of the average
estimates that would be derived from each cue alone
(Figure 1). The reliability of different cues changes as a
function of many scene and viewing parameters (e.g. the
reliability of stereo disparity decreases with viewing
distance). When these parameters vary from trial to trial
in a psychophysical experiment, an optimal Bayesian
observer would appear to weight cues differently on
different trials. Studies of human cue integration, both
within modality (e.g. stereo and texture) [26–28] and
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Figure 1. Two examples in which auditory and visual cues provide ‘conflicting’
information about the direction of a target. The conflict is apparent in the difference
in means of the likelihood functions associated with each cue, although the
functions overlap. Such conflicts are always present, owing to noise in the sensory
systems. To integrate visual and auditory information optimally, a multimodal area
must take into account the uncertainty associated with each cue. (a) When the
vision cue is most reliable, the peak of the posterior distribution is shifted toward
the direction suggested by the vision cue. (b) When the reliabilities of the cues are
more similar, for example when the stimulus is in the far periphery, the peak is
shifted toward the direction suggested by the auditory cue. When both likelihood
functions are Gaussian, themost likely direction of the target is given by a weighted
sum of the most likely directions (m) given the visual (V) and auditory (A) cues
individually: mV,AZwVmVCwAmA. The weights (w) are inversely proportional to the
variances of the likelihood functions.
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• Theory tells us how posterior depends on individual likelihoods:

Cue Integration (2):Theory

multisensory integration

x̂ = argmaxxP (x|d
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• Assuming that the likelihood are gaussian, i.e.

• We can determine mean and width of posterior (gaussian):

multisensory integration
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•  If we know mean estimate and variance for each modality in 
isolation, we can deduce mean of bimodal estimate: 

Cue Integration (3):Theory

•  and discrimination threshold 

multisensory integration
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1 or 2 alone



• visual + haptic cues 
• vary noise level / visual cue

• compute discrimination threshold for 
each cue alone, or when both are present.

Cue Integration (4): Ernst and Banks, Nature,  2002

multisensory integration
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•  height judgment follows optimal integration of visual and haptic cues.

• ‘visual capture’ for low visual noise, ‘haptic capture’ for high visual noise

• instantaneous ‘switch’

• numerous studies replicate this result in a variety of paradigms (e.g. Alais & Burr, 

2004). 

Cue Integration (5): Ernst and Banks, Nature,  2002
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• Alais & Burr, Curr Biol, 2004

• visual blob of various size + 
auditive ‘click’, possibly in 
conflict.

• measure both estimate of 
position (mean), and 
discrimination threshold

• near optimal integration
• visual capture for small blobs

• auditive capture for large 
blobs

Cue Integration (6):Ventriloquist effect

---:  auditory alone 
o : visual alone 
o : prediction

• capture of vision by sound

• Shams et al, Nature, 2000.

http://shamslab.psych.ucla.edu/demos/

iment. The performance of non-naive sub-
jects (results not shown) indicated that the
illusion persisted even when subjects were
aware of the fact that the disk was actually
flashed only once.

We next investigated the temporal prop-
erties of this illusion by varying the relative

timing of visual and auditory stimuli. The
illusory flashing effect declined from 70
milliseconds separation onwards. However,
illusory flashing occurred as long as the
beep and flash were within approximately
100 milliseconds of each other, which is
consistent with the integration time of pol-
ysensory neurons in the brain1,2.

Our results indicate that the illusory
flashing is caused by an alteration of visual
perception by auditory stimuli. The modifi-
cation of the visual percept by sound, how-
ever, was not categorical. It was rather
selective, as sound did not have a fusing
effect when multiple flashes were accompa-
nied by a single beep. We suggest therefore
that the direction of cross-modal interac-
tions is partly dependent on the type of
stimulus. Consistent with previous obser-
vations in other modalities3, we propose
that the percept of a continuous stimulus in
one modality is rendered more malleable
by a discontinuous stimulus in another
modality than vice versa.  

The influence of auditory cues on visual
perception has been demonstrated in other
settings, in which perceived visual intensity
is affected by the presence of an auditory
stimulus4. This influence, however, is quan-
titative and does not alter the phenomeno-
logical quality of the percept. Others have
shown that the perceived direction of
ambiguous visual motion is influenced by
auditory stimulation5. 

Our results extend these previous find-
ings by showing that visual perception can
be qualitatively altered by sound even when
the visual stimulus is not ambiguous. The
conditions under which this alteration
occurs — the stimulus configuration and
the task — are very simple. The illusion is
also surprisingly robust to variation in the
many parameters we manipulated (includ-
ing disk eccentricity and contrast, spatial
disparity between sound and flash, shape
and texture of the flashing pattern, flash
and beep durations). The simplicity and
robustness of the illusory flashing phenom-
enon indicate that it reflects a fundamental
and widespread property of polysensory
mechanisms in the brain. 
Ladan Shams*, Yukiyasu Kamitani*,
Shinsuke Shimojo*†
*California Institute of Technology, 
Division of Biology, MC 139-74, Pasadena,
California 91125, USA
e-mail: ladan@caltech.edu
†NTT Communication Science Laboratories,
Human and Information Science Laboratory,
Atsugi, Kanagawa 243-0198, Japan
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Illusions

What you see 
is what you hear

V ision is believed to dominate our
multisensory perception of the world.
Here we overturn this established view

by showing that auditory information can
qualitatively alter the perception of an
unambiguous visual stimulus to create a
striking visual illusion. Our findings indi-
cate that visual perception can be manipu-
lated by other sensory modalities.

We have discovered a visual illusion that
is induced by sound: when a single visual
flash is accompanied by multiple auditory
beeps, the single flash is incorrectly per-
ceived as multiple flashes. These results
were obtained by flashing a uniform white
disk (subtending 2 degrees at 5 degrees
eccentricity) for a variable number of times
(50 milliseconds apart) on a black back-
ground. Flashes were accompanied by a
variable number of beeps, each spaced 57
milliseconds apart. Observers were asked to
judge how many visual flashes were pre-
sented on each trial. The trials were ran-
domized and each stimulus combination
was run five times on eight naive observers. 

Surprisingly, observers consistently and
incorrectly reported seeing multiple flashes
whenever a single flash was accompanied
by more than one beep (Fig. 1a). Control
conditions and catch trials (Fig. 1 legend)
indicate that the illusory flashing phenome-
non is a perceptual illusion and is not due
to the difficulty of the task, cognitive bias or
other factors. 

Figure 1b shows that observers’ perfor-
mance was the same, irrespective of
whether a single flash was accompanied by
two beeps, or two flashes by one or no
beeps, suggesting that the illusory double
flash is perceptually equivalent to the physi-
cal double flash. This was confirmed by the
testimonies of the observers after the exper-
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Figure 1 Illusory flashing. a, Perceived number of visual flashes

by eight observers plotted as a function of the number of auditory

beeps for a single flash. The number of perceived flashes did not

increase linearly with the third and fourth beeps because they fell

outside the optimal window of audiovisual integration, as revealed

by our next experiment. b, Perceived number of flashes by eight

observers plotted as a function of the actual number of flashes

presented for trials with no sound (dashed line), and trials with

single beeps corresponding to catch trials (grey line). Observers

performed the task very well in the absence of sound (dashed

line). The results of the catch trials (grey line) confirm that the

observers’ responses were not determined by their auditory per-

cepts. The curve in a (for a single flash) is superimposed for com-

parison. Further details can be obtained from L.S.  

reduced by the 1996 feed ban but remained
constant, I estimate that only two late-stage
infected animals under 30 months old will
be slaughtered for consumption in France.

In summary, robust cohort-based epi-
demiological analyses should form a suit-
able framework for re-examination of the
potential risks posed by the consumption
of beef from countries with native-born
BSE cases. 
Christl A. Donnelly
Department of Infectious Disease Epidemiology,
Imperial College School of Medicine, St Mary’s
Campus, Norfolk Place, London W2 1PG, UK
e-mail: c.donnelly@ic.ac.uk
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Cue Integration (7)



• if spatial disparity between the 2 cues is too large: integration is not 
appropriate anymore --> segmentation.

•  problem = not only to infer source location of 2 sensory signals but also 
whether the signals have a common cause (C)

• Körding et al 2007 :  ideal-observer model that infers whether 2 sensory cues 

originate from same location and also estimates their location(s) accurately 

predicts nonlinear integration of cues in 2 auditory-visual localization tasks.

Cue Integration (8): when not to integrate?

2 - Do brains form a representation of the past 
statistics of the environment (priors) and 
combine it optimally with current information? 

•  How is the brain making use of previous 

knowledge? what priors?

• Prediction 1: the more uncertain the data, 
the more prior information should influence 
the interpretation.

• Prediction 2: The priors should reflect the 
statistics of the sensory world (on which 
time-scale?).

A Bayesian theory of the Brain: Priors

24
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Visual illusions :  insight into what sort of 
assumptions the visual system makes.   

• Light comes from above 

• Cardinal orientations are more 
frequent [Gershick et al  2011]

• smoothness [Geisler et al 2001]

• symmetry [Knill 2007]

• Objects don’t move or only slowly 
[Weiss et al 2001; stocker & Simoncelli 2006]

 

 

Long-term “structural” priors

... recently formalized in Bayesian terms 
[T. Adelson, E. Simoncelli, O. Schwartz, Y. Weiss]

A- Contextual B- Structural 

•  Motion shown in an aperture is fundamentally ambiguous; it can 
be interpreted in an infinite number of ways 

• which one is chosen? why?

 Interpreting motion : A Prior on Low Speeds (1) 

A

A1
A2

A3

A5

• Hypothesis: humans tend to favour slower motions
• Use a (gaussian) prior on low speeds (centred at 0).

• Explain great variety of data -- elegant unifying explanation

  Interpreting motion : A Prior on Low Speeds (2)

articles
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higher uncertainty and hence the low-contrast grat-
ing has less influence on the estimate.

Contrast influence on perceived line direction
Subjects tend to misperceive the direction of a mov-
ing line at low contrasts, even when its endpoints are
visible32. We replotted data from an experiment in
which subjects reported the perceived direction of a
‘matrix’ of lines (Fig. 5c). The matrix was con-
structed by replicating a single line at multiple loca-
tions in the visual field. The line was oriented such
that its normal velocity was downward even when
the line was moving upward. At low contrasts, sub-
jects performed far below chance, indicating that
they perceived upward motion while the line actu-
ally moved downward. The authors proposed two
separate mechanisms to explain this finding, one
dealing with terminator (line endpoint) motion and
other with line motion. The terminator mechanism
was assumed to be active primarily at high contrasts
and the line strategy primarily at low contrasts.

We found that at low contrast, the ideal observer
also misperceived the direction of motion because the
likelihoods are broader and the estimator prefers the

normal velocity (which is slower than the true velocity). To obtain
a percentage of correct responses for the ideal observer, we assumed
that v* was corrupted by decision noise, and we calculated the prob-
ability that the corrupted v* was in the upward direction. The deci-
sion noise was Gaussian in velocity space. The standard deviation of
the decision noise determines the sharpness of the psychometric
function and was adjusted manually. The predicted percentage cor-
rect for the ideal observer was in accordance with human perception
(Fig. 5c, solid line).

Type I versus type II plaids: perceived direction
In the plaid literature, a distinction is often made between two
types of configuration: for a ‘type I’ plaid, the direction of the
veridical velocity lies between that of the two normal velocities;
for a ‘type II’ plaid, the veridical direction lies outside the two
normals17. In the latter case, the vector average is quite different
from the veridical velocity.

At low contrast, the perceived direction for type II plaids is
strongly biased in the direction of the vector average, and the
perceived direction of type I plaids is largely veridical. We replot-
ted data from a single subject who reported the perceived direc-
tion of a plaid under five different conditions17 (Fig. 5d, circles).

Fig. 4. Predictions of ideal observer for rhombus stimuli.
(a–c) Construction of the posterior distribution for the
rhombus stimuli. For clarity, likelihood functions for only
two locations are shown; the estimator used in our study
incorporated likelihoods from all locations. (d) Circles
show perceived direction for a single human subject as
rhombus angle was shifted gradually from thin to fat
rhombuses (all three subjects showed a similar effect, and
all gave informed consent to participate in the study).
Each subject was given 100 presentations. Solid line
shows the predictions of the Bayesian estimator com-
puted using equation (1), where the free parameter was
varied manually to fit the data. Dotted lines indicate the
predictions when the free parameter was decreased by a
factor of 10 (top dotted line) or increased by a factor of
10 (bottom line).

The simple ideal observer presented here does not predict
the quasilinear shape of the perceived relative speeds, nor does
it predict the lack of dependence on total contrast (it makes
slightly different predictions for maximum contrasts of 40%
and 70%, Fig. 5a). We also constructed a slightly more elabo-
rate model that can account for these effects in a more quanti-
tative manner (see Discussion).

Influence of contrast on perceived plaid direction
The perceived direction of a plaid depends on the relative con-
trast of the two constituent gratings20. We replotted data from
an experiment in which subjects reported the perceived direc-
tion of motion of symmetric plaids while the contrast ratio of
the two components was varied (Fig. 5b). Perceived direction
was always biased toward the normal direction of the higher-
contrast grating. The magnitude of the bias changed as a func-
tion of the total contrast of the plaid (the sum of the contrasts
of the two gratings). Increasing the contrast of both gratings
(while the ratio of contrasts is held fixed) resulted in a smaller
bias. The ideal observer shows a similar effect (E. P. Simoncelli &
D. J. Heeger, Invest. Opthal. Vis. Sci. Suppl. Abstr. 33, 954, 1992),
which again follows from the fact that at low contrast, there is
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•  Method: reverse engineer the shape of the prior from perceptual data

• 2AFC speed discrimination task at different contrast levels -- measure 
both bias and variability --> recover prior and likelihood

the observer model (Fig. 3a), we solved for a nonparametric descrip-
tion of the prior distribution and the likelihood width (as a separable
function of speed and contrast) that maximized the probability of the
observed data for each subject (Methods).
The prior distribution recovered for all subjects is maximal at the

lowest stimulus speed tested and decreases monotonically with stimu-
lus speed (Fig. 4). But the shape differs significantly from that of the
Gaussian distribution assumed in previous Bayesian models3,4,15. The

central portion of best fitting prior distributions can be approximated
by a power law function of speed. But all subjects tested showed a
flattening at low speeds, and three of the five subjects showed a
flattening at high speeds (for example, subject 1, Fig. 4). The remaining
two did not show this tendency, at least not over the range of speeds
tested (for example, subject 2, Fig. 4).
For all subjects, the width of the likelihood is roughly constant with

respect to speed (Fig. 4, middle column) when considered in a
logarithmic speed domain, suggesting that a
fixed-width Gaussian in this domain (that is, a
log-Normal distribution) might provide an
adequate functional description (Methods).
The recovered dependence of the likelihood
width on contrast is monotonically decreasing
(Fig. 4, right column). We found that this
relationship may be fit by a simple parametric
function derived from assumptions about
noise and contrast response models of cortical
neurons19 (Methods). This is consistent with
previous findings that the introduction of
contrast saturation improves the ability of a
Bayesian model to fit subjective data15. Note
that the sensitivity of speed perception on
contrast varies from subject to subject.

Comparison of perceptual data and model
To examine how well the fitted Bayesian
observer model accounts for human visual
speed perception, we used the model to gen-
erate predictions of both average perceived
speed and thresholds for speed discrimina-
tion. We compared these to values extracted
directly by fitting a Weibull function to the
psychometric function associated with each
stimulus combination (for each subject, there
are a total of 72 such functions; provided in
Supplementary Fig. 1 online together with
model and Weibull fits). Data for all subjects
show that lower-contrast stimuli appeared to
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Figure 3 Bayesian observer model for 2AFC speed discrimination experiment. (a) On each trial, the observer independently performs an optimal estimate of
the speed of each of the two stimuli based on measurements ð~m1; ~m2Þ. These estimates are passed to a decision stage, which selects the grating with the
higher estimate. Over many trials, the estimates for each stimulus pair will vary due to noise fluctuations in the measurements, and the average response of the
decision stage can be computed using standard methods from signal detection theory (Methods). Plotting this average response as a function of, say, v1, yields
a psychometric function. (b) Illustration depicting the relationship between the model parameters and the psychometric function. The slope of the prior affects
the position of the distribution of estimates and thus influences only the position of the psychometric function. However, the width of the likelihood affects
both the width and the position of the distribution of estimates and thus influences both the position and the slope of the psychometric function.
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Figure 4 Parameters of the Bayesian observer model fitted to perceptual data of two representative
subjects. The extracted prior, p(v), exhibits a much heavier tail than the best-fitting Gaussian distribution
(dash-dotted lines), for both subjects. The speed and contrast dependence of the likelihood width
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Stocker & Simoncelli, Nat Neuro, 2006

  Can we measure people’s prior experimentally?

30

Do such priors correspond to the environment statistics?  
Cardinal Directions.

• Girshick and Simoncelli, Nat Neuro 2010.
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for each class of stimuli. For the low-noise stimuli, all subjects exhib-
ited better discrimination at the cardinals, a well-studied behavior 
known as the oblique effect15. As there was no noise in the stimuli, 
these inhomogeneities must arise from non-uniformity in the ampli-
tude of the internal noise at different orientations. This effect was 
diminished with the high-noise stimuli, for which the inhomogeneous 
internal noise is presumably dominated by external stimulus noise. 
As expected, discrimination thresholds were significantly higher 
for the high-noise stimuli than the low-noise stimuli for all subjects 
(98% of all just noticeable differences (JNDs) across orientations and 
subjects, sign test P  0). The cross-noise variability data (Fig. 3c 
and Supplementary Fig. 1b) show a moderate oblique effect whose 
strength lies between that of the low noise versus low noise and high 
noise versus high noise conditions (98% of high noise versus low noise 
JNDs are larger than low noise versus low noise JNDs, sign test P  0; 
73% of high noise versus low noise JNDs are smaller than high noise 
versus high noise JNDs, sign test P < 0.0005).

A non-uniform prior will cause a bias in estimation. Biases are 
not observable when comparing same-noise stimuli, as both stimuli 
presumably have the same bias. Cross-noise comparisons can be used 
to estimate relative bias13 (that is, the difference between the low- and 
high-noise biases) by computing the difference between the mean 
orientation of the two stimuli when they are perceived to be equal. 
This represents the counter-clockwise rotation that must be applied 
to the high-noise stimulus to perceptually match the orientation of 
the low-noise stimulus (Fig. 3d and Supplementary Fig. 1c). All 
subjects showed a systematic bimodal relative bias, indicating that a 
high-noise stimulus was perceived to be oriented closer to the nearest 
cardinal orientation (that is, vertical or horizontal) than the low-noise 
 stimulus of the same orientation. The relative bias was 0 at the cardinal 
and oblique orientations, and as large as 12 deg in between. These 
 relative biases suggest that perceived orientations are attracted toward  

the cardinal directions and repelled from the obliques, and that these 
effects are stronger for the high-noise stimuli (Fig. 4).

Estimation of observers’ likelihood and prior
If our human observers are performing Bayesian inference, what is 
the form of the prior probability distribution that they are using? We 
assume that our observers select the most probable stimulus accord-
ing to the posterior density p( |m) (known as the maximum a pos-
teriori estimate). We noted that the circular mean of the posterior 
produced similar estimates, as the posterior distributions are only 
slightly asymmetric (Supplementary Fig. 2). According to Bayes’ rule, 
the posterior is the product of the prior p( ) and the likelihood func-
tion p(m| ), normalized so that it integrates to 1. We assume that the 
decoder is based on the correct likelihood function, which is simply 
the measurement noise distribution, interpreted not as a probability 
distribution over measurements but as a function of the stimulus for 
a particular measurement. That is, we assume the observer knows 
and takes into account the uncertainty of each type of stimulus16 (see 
Online Methods).

Figure 3 Stimuli and experimental results. (a) Stimuli are arrays of 
oriented Gabor functions (contrast increased for illustrative purposes). 
Left, a low-noise stimulus (L). Right, a high-noise stimulus (H) with mean 
orientation slightly more clockwise. Observers indicated whether the right 
stimulus was oriented counter-clockwise or clockwise relative to the left 
stimulus. (b) Variability for the same-noise conditions for representative 
subject S1 (left) and the mean subject (right), expressed as the 
orientation discrimination threshold (that is, JND). Mean subject values 
are computed by pooling raw choice data from all five subjects. Error bars 
indicate 95% confidence intervals. Dark gray and light gray curves are 
fitted rectified sinusoids, used to estimate the widths of the underlying 
measurement distributions. Pale gray regions indicate  1 s.d. of 1,000 
bootstrapped fits. (c) Cross-noise (high noise versus low noise) variability 
data (circles). The horizontal axis is the orientation of the high-noise 
stimulus. (d) Relative bias, expressed as the angle by which the  
high-noise stimulus must be rotated counter-clockwise so as to be 
perceived as having the same mean orientation as the low-noise stimulus.
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Figure 4 Example cross-noise comparison. The vertical axis is the 
measured orientation, m( ), and the horizontal axis is estimated stimulus 
orientation, ˆ( ( ))m . Measurements corresponding to low-noise stimuli, 
mL( L) (dark gray), or high-noise stimuli, mH( H) (light gray), enter on 
the left. Each measurement is transformed by the appropriate nonlinear 
estimator (solid curves) into an estimate (bottom). The estimators 
correspond to those of the mean observer exaggerated for illustration 
as in Figure 2. The high-noise estimator exhibits larger biases than the 
low-noise estimator. The sensory noise of the measurements propagates 
through the estimator, resulting in estimator distributions (note these 
should not be confused with the posteriors). Comparison of these 
distributions produces a single point on the psychometric function.
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The observer model (Fig. 1) provides a link between the likelihood 
and prior and the two experimentally accessible aspects of percep-
tual behavior: bias and variability. Perceptual variability is caused by 
variability in the estimates, ˆ( ( ))m , which arises from variability in 
the measurements, m( ). Relative bias corresponds to the difference 
in orientation between two stimuli of different uncertainty, L− H, 
whose estimates are (on average) equal, ˆ ( ( )) ˆ ( ( ))H H H L L Lm m .  
Note that the two estimator functions, ˆ

H and ˆ
L, are dependent on 

noise level. These relationships allow us to estimate the likelihood 
width and prior (as functions of orientation) from the experimentally 
measured bias and variability13 (see Online Methods). Specifically, we 
obtained the likelihood functions directly from the same-noise vari-
ability data (Fig. 3b and Supplementary Fig. 1a). We represented the 
prior as a smooth curve and determined its shape for each observer by 
maximizing the likelihood of the raw cross-noise data. The recovered 
priors of all observers were bimodal, with peaks at the two cardinal 
orientations (Fig. 5 and Supplementary Fig. 3).

Environmental orientation distribution
It has been suggested that the prevalence of vertical and horizontal ori-
entations in the environment is the underlying cause of the anisotropy 
of orientation discriminability (that is, the oblique effect)17. Orientation 
content in images is often studied by averaging the Fourier amplitude 
spectrum over all spatial scales18,19. For the purposes of our study, we 
defined the environmental distribution as the probability distribution 
over local orientation in an ensemble of visual images17, measured at a 
spatial scale roughly matched to peak human sensitivity (approximately 
the same as the scale of our experimental stimuli).

We obtained our measurements from a large database of photo-
graphs of scenes of natural content. We estimated the local image 
gradients by convolution with a pair of rotation-invariant filters20, 
identified strongly oriented regions, computed their dominant 
orientations (Fig. 6a) and formed histograms of these values. The 
resulting estimated environmental distribution indicates a predomi-
nance of cardinal orientations (Fig. 6b). This is consistent with the 
orientation priors that we recovered from our human subjects (Fig. 5  
and Supplementary Fig. 3), and therefore explains the cardinal 
biases in their perception. We chose the spatial scale that corres-
ponds most closely to our 4 cycles per deg experimental stimuli and 
human peak spatial frequency sensitivity of 2–5 cycles per deg21. We 
found that this choice did not have a strong effect on the results: the 
dominance of cardinal orientations was similar across spatial scales  
(Supplementary Fig. 4).

Observers  priors versus the environmental distribution
We compared the estimated human observers’ priors and environ-
mental distribution, both directly (as probability distributions) and 

in terms of their predicted perceptual effects (bias and variability in 
cross-noise comparisons). The observers’ prior probability distribu-
tions and the environmental distribution all had local maxima at the 
cardinals and minima at the obliques, and the heights of the peaks and 
troughs were quite similar (Fig. 7a). We computed perceptual predic-
tions of the trial-by-trial behavior of the Bayesian encoder-decoder 
model by comparing simulated responses to each pair of stimuli 
shown to our observers. We found that the relative variability (Fig. 7b 
and Supplementary Fig. 1b) and bias (Fig. 7c and Supplementary 
Fig. 1c) are similar for a model that uses either the environmental 
distribution or the human observer’s prior, and both closely resemble 
the human behavior.

To assess the strength of this result, we also considered the null 
hypothesis that observers use a uniform prior (equivalent to assum-
ing that observers perform maximum-likelihood estimation).  
A Bayesian-observer model with a uniform prior does not produce the 
distinct bimodal relative bias (Fig. 7c and Supplementary Fig. 1b). 
Instead, this model either produces no bias (for example, mean subject 
and subjects S1, S3, S4 and S5) or a small relative bias away from the 
cardinal orientations (for example, subject S2). This repulsive rela-
tive bias is a result of the asymmetrical shape of the likelihoods near  
the cardinals, which pushes the low-noise estimates toward the 
 cardinals more than the high-noise estimates. Furthermore, the 
uniform-prior observer predicts little or no oblique effect for the 
cross-noise condition, unlike the human observers (Fig. 7b and 
Supplementary Fig. 1c). This indicates that the human observers’ 
biases cannot arise purely from inhomogeneities in sensory noise but 
require a non-uniform prior.

We also compared the ability of Bayesian encoder-decoder  
models with different priors to explain the raw experimental data. 
We computed the log likelihoods of the two non-uniform prior 
models and linearly rescaled them so that a value of 0 corresponds 
to the uniform-prior model (degrees of freedom = 0) and a value 
of 1 corresponds to the raw psychometric fits (degrees of freedom 
= 24; Fig. 7d). In general, a Bayesian observer with the recovered 
observer’s prior (degrees of freedom = 6) performed quite well, 
often on a par with the raw psychometric fits to the data. For the 
mean observer, a Bayesian observer using the environmental dis-
tribution (degrees of freedom = 0) as a prior predicted the data 
even better than using the observer’s recovered prior and better  
than the psychometric fits. It is important to note that these  
models are not nested; the recovered observer’s prior is constrained 
to a family of smooth shapes (see Online Methods) and cannot fully 
capture the peakedness of the environmental distribution. These 
results provide strong support of the hypothesis that human obser-
vers use prior knowledge of the non-uniform orientation statistics 
of the environment.
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Figure 5 Recovered priors for subject S1 and mean subject. The control 
points of the piecewise cubic spline (see Online Methods) are indicated 
by black dots. The gray error region shows  1 s.d. of 1,000 bootstrapped 
estimated priors.

Figure 6 Natural image statistics. (a) Example natural scene from 
Figure 1, with strongly oriented locations marked in red. (b) Orientation 
distribution for natural images (gray curve).
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• Orientation judgments are 
more accurate at cardinal 
(horizontal and vertical) 
orientations. 
• Biased toward cardinal 
orientations.
• Prior towards cardinal 
orientation match orientation 
distribution measured in 
photographs. 

is L stimulus CW or CCW 
compared to H?

Learning of priors:  
Are we building up new priors constantly?

[Chalk, Seitz and Seriès, JOV 2010]

Are priors learned or innate? Do people form new 
priors for everything? how fast? 



Do people form new priors for everything? How fast? 

• On each trial, participants were 
presented with either a low contrast 
random dot motion stimulus (100% 
coherence) or a blank screen.


• Participants reported direction of 
motion (estimation), before reporting 
whether a stimulus was present 
(detection).

Behavioural Task

DOTSNO DOTS

Fixate
400 ms

E s t i m a t i o n t a s k : 
subjects report motion 
direction

Detection task:
s u b j e c t s r e p o r t 
whether motion was 
present

Questions

1. Are participants going to learn implicitly which directions are most likely to 
be presented?


2. How would these learned expectations bias their perception of 
subsequently presented motion stimuli?
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• Two motion directions were presented 

in a larger number of trials than other 
directions.

Result 1/3: Detection is better and faster for the 
expected directions

• Detection performance was best for most 
frequently presented directions 


• Reaction times were shorter

• Similar to the effects of selective attention 

(Posner et al. 1980) - suggesting that subjects 
were attending to expected directions.


• Knowledge about the statistics of the stimulus 
was however not conscious.
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Overall, there was a significant effect of motion direction 
on the estimation bias (p<0.001, 3-way within-subjects 
ANOVA).

We wanted to quantify the extent to which individual 
participants’ estimates were biased towards the most fre-
quently presented motion directions. For a participants 
whose estimates were attractively biased towards stimuli 

moving at +32°, we would expect their estimates of stimuli 
moving at +48° and +16° to be positively and negatively bi-
ased respectively, compared to their estimation bias for 
stimuli moving at +32° (and by symmetry, we would also 
expect the converse to hold for stimuli moving anti-
clockwise from the central direction: for a participant 
whose estimates were attractively biased towards stimuli 
moving at -32°, we would expect the bias at -48° and -16° to 
be negatively biased and positively biased respectively, com-
pared to their estimation bias for stimuli moving at -32°). 
Figure 4b plots individual participants’ estimation bias for 
stimuli moving at ±48° and ±16° versus their estimation bias 
at ±32° (plotted in black and red respectively). Note that, 
similarly to figure 4a, we averaged data from motion direc-
tions moving to either side of the central motion directions 
in this plot, making sure to reverse the sign of the bias for 
stimuli moving anti-clockwise from the central motion di-
rection. After doing this, the computed estimation biases at 
±48° and ±16° were significantly smaller and larger respec-
tively than the bias at ±32° (p = 0.005 and p = 0.001 respec-
tively, signed rank test). This indicates that on average, par-
ticipants were biased to estimate stimuli as moving in direc-
tions that were closer to the most frequently presented mo-
tion directions (±32°) than they actually were.

Stimuli in-between ±32° were expected to be biased by 
both frequently presented directions and thus we expected 
that these directions should yield larger standard deviations 
in estimated angles than those outside of this range. Figure 
5 plots the population averaged standard deviation of esti-
mations against motion direction. Again, for this plot, data 
points from either side of the central motion direction have 
been averaged together. The estimation standard deviation 
was greatest for the central motion direction at 0°, and 
smallest for motion directions that were closer to the most 
frequently presented directions (±16°, ±32° and ±48°). As 
with the estimation biases, there was a significant effect of 
motion direction on the estimation standard deviation 
(p<0.001, 3-way within-subjects ANOVA).

Effect of expectations on detection perform-
ance and reaction time

One of our interests was the extent to which stimulus 
expectations influenced participants’ performance in the 
detection task. To test this, we measured the fraction of tri-
als where participants both detected stimuli and clicked on 
the mouse during stimulus presentation, as a function of 
motion direction (figure 6a). Participants were significantly 
more likely to detect stimuli moving in the most fre-
quently presented motion directions (71.5±2.5% detected 
at ±32° versus 64.2±2.5% detected over all other motion 
directions; p<0.001 signed-rank test; figure 6b). Overall, 
there was a significant effect of motion direction on the 
fraction detected (p = 0.002, 3-way within-subjects 
ANOVA).

Another measure that could reflect how easily partici-
pants detected stimuli was their reaction time in clicking 
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Figure 6: Effect of expectations on detection performance. 
(a) The fraction of trials where participants correctly de-
tected a motion stimulus is plotted against presented mo-
tion direction. Data points from either side of the central 
motion direction have been averaged together,  so that the 
furthest left point corresponds to the central motion direc-
tion, and the vertical dashed line corresponds to data taken 
from the two most frequently presented motion directions 
(±32°).  Results are averaged over all participants and error 
bars represent within-subject standard error. (b) The frac-
tion of trials where participants correctly detected a stimu-
lus, averaged over all presented motion directions except 
for ±32°, plotted against the fraction of trials where partici-
pants correctly detected a stimulus moving at ±32°, for each 
participant. The black cross marks the population mean, 
with the length of the lines on the cross equal to the stan-
dard error.
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at the higher contrast level (an average value of 17.8±1.7° at the higher contrast level versus 
14.4±1.3° at the lower contrast level; p = 0.017, 3-way within-subjects ANOVA). However, 
there was no significant interaction between the effects of contrast level  and presented 
motion direction on the estimation standard deviation (p = 0.10, 3-way within-subjects 
ANOVA).

Overall, these results are consistent with what we would expect if participants behaved as 
ideal Bayesian observers. When the contrast was decreased the width of participants’ 
sensory likelihood should increase, with a corresponding increase in their estimation 
standard deviations. As a result, participants’ estimates of motion direction would be more 
strongly influenced by their expectations, leading to stronger biases towards the most 
frequently presented motion directions, as we observed in our experimental data.

We attempted to model the observed contrast-dependent variations in participants’ 
estimation behaviour using the Bayesian framework described in the main paper. However, 
for many participants’ there were a relatively few number of data points per experimental 
condition when we divided the trials into different contrast levels. As a result we were 
unable to adequately constrain the model to fit the (relatively small) changes in 
participants’ estimation behaviour with varying contrast levels. Future experiments, 
possibly with more data points per experimental condition, or a modified experimental 
design (e.g. using fixed, rather than staircased contrast levels), will be required to more 
accurately probe how participants’ estimation behaviour varies with contrast.

!

6

Supplementary figure 7: Reaction time changes with stimulus motion direction. (a) Time taken for 
participants to click on the mouse and during stimulus presentation, measured from the initial presentation 
time. Data points from either side of the central motion direction have been averaged together, so that the 
furthest left point corresponds to the central motion direction, and the vertical dashed line corresponds to the 
most frequently presented motion directions (±32°). Results are averaged over all participants and error bars 
represent within-subject standard error. (b) Individual average reaction time for stimuli moving at ±32°, 
plotted against the reaction time over all other motion directions. The black cross marks the population mean, 
with the length of the lines on the cross equal to the standard error.
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Result 2/3: Participants ‘hallucinate’ motion in expected 
directions

Distribution of estimates 
when no stimulus displayed• On trials where no stimulus was 

presented, but where participants 
reported seeing a stimulus (in detection 
task), they were strongly biased to 
report motion in two most frequently 
presented directions.


• Did not occur on trials where 
participants did not report seeing a 
stimulus, arguing against a ‘response 
bias’ explanation.


• This effect was fast to develop, 
occurring in less than 200 trials / few 
minutes.

For Peer Review

trials where they did not detect a stimulus. However, on 
trials where participants did not report seeing a stimulus in 
the detection task (but where they did click the mouse while 

the stimulus was present to estimate its motion direction; 
on average this occurred on 134±9 trials for each partici-
pant; 32±7% of the total number of trials where no stimu-
lus was presented), there was no significant variation in the 
estimation response probability with motion direction (p = 
0.12, 3-way within-subjects ANOVA; figure 3a, red). Fur-
ther, for these trials, participants were not significantly 
more likely to estimate close to the most frequently pre-
sented motion directions than other motion directions 
(median(prel) = 1.28; p=0.13, signed rank test, comparing 
prel  to 1; figure 3b). Indeed they were significantly more 
likely to report motion in the most frequently presented 
motion directions when they also reported detecting a 
stimulus, compared to when they did not (p = 0.012, signed 
rank test, comparing the values of prel  obtained for trials 
where participants either did or did not report seeing a 
stimulus in the detection task; figure 3b).

It could be argued that we would observe similar results 
if participants’ expectations influenced their behaviour in 
the detection task, but not in the estimation task. Thus, in 
the absence of a presented stimulus, they would be more 
likely to report detecting a stimulus when they mistakenly 
perceived motion in one of the two most frequently pre-
sented motion directions, although their estimation re-
sponses would be unaltered by their expectations. In this 
case participants’ estimation responses would be distributed 
uniformly when we looked at data from all trials where no 
stimulus was presented (regardless of their response in the 
detection task). This was not what we found: when we 
looked at data from all zero-stimulus trials, participants es-
timation response probability varied significantly with mo-
tion direction (p<0.001, 3-way within-subjects ANOVA; fig-
ure 3a, blue) and they were biased to report motion in the 
two most frequently presented directions (median(prel) 
=1.71; p < 0.001, signed rank test comparing prel  to 1). 
However, the size of this bias was reduced, compared to the 
case when we looked only at trials where participants de-
tected stimuli (p = 0.027, signed rank test comparing the 
values of prel  obtained for all trials with trials where par-
ticipants reported seeing a stimulus in the detection task).

Another response strategy that could have produced 
similar results is if, when participants were uncertain about 
the stimulus motion direction, they made estimations that 
were influenced by the stimulus presented immediately be-
forehand. In this case, we would expect the observed biases 
in participants’ no-stimulus estimation distributions to dis-
appear when we excluded trials that were immediately pre-
ceded by stimuli moving in the most frequently presented 
directions (±32°). However, when we excluded these trials 
from our analysis, participants’ zero-stimulus estimations 
(for trials where they reported detecting a stimulus) were 
still strongly biased towards the two most frequently pre-
sented directions (median(prel)=2.11; p=0.026, signed rank 
test, comparing prel to 1).

Taken together, our results indicate that the zero-
stimulus biases we observed were not due to ‘response 
strategies’, but rather, were perceptual in origin: partici-
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Figure 3: Estimation responses in the absence of  a stimulus. (a) 
Probability  distribution of  participants’ estimates of  motion direc-
tion when no stimulus was present. Response distributions are 
plotted for all trials (blue), as well as the subset of  trials where 
participants reported detecting a stimulus (grey) and trials where 
they  didn’t (red). Data points from either side of  the central mo-
tion direction have been averaged together in this plot,  so that 
the furthest left data point corresponds to the central motion 
direction, and the vertical dashed line corresponds to the most 
frequently  presented motion directions (±32°). Results are aver-
aged over all participants and error bars represent within-subject 
standard error. (b) Probability  ratio (prel) that individual partici-
pants estimated within 8° from the most frequently  presented 
motion directions (±32°) relative to other 16° bins,  plotted for 
trials  where the stimulus was undetected versus trials where the 
stimulus was detected. prel was significantly  greater than 1 for 
trials  where participants reported detecting stimuli (p = 0.005, 
signed rank test), but was only marginally so when subjects 
failed to detect the stimulus (p=0.13). Participants were also 
significantly more likely to estimate in the direction of the 
frequently presented motion directions on trials where they 
reported detecting stimuli, versus trials where they did not 
(p = 0.012).
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Result 3/3: Expectations bias perception of motion 
direction

• Estimates of motion direction were 
biased towards most frequently 
presented directions:  
 
subjects perceive motion direction to 
be more similar to expected direction 
than it really is.

Estimation bias

For Peer Review

pants ‘hallucinated’ motion in the most frequently pre-
sented directions when no stimulus was displayed. Further, 
these hallucinations developed extremely quickly. On trials 
where no stimulus was presented, but where participants 
reported detecting a stimulus, they were significantly more 
likely to estimate within 8° of ±32°, than other directions, 
after a period of only 200 trials (p = 0.008, signed rank test, 

comparing prel  to 1 after 200 trials; see supplementary fig-
ure 3), indicating rapid learning of motion direction expec-
tations.

Effect of expectations on motion direction 
estimates when stimulus was presented

We next asked whether these learned expectations 
would bias participants’ perceptions of real motion stimuli. 
Figure 4a shows the population averaged estimation bias, 
plotted against motion direction. In this plot, data points 
corresponding to presented stimuli moving to either side of 
the central motion direction have been averaged together 
(making sure to reverse the sign of the estimation bias when 
the presented stimuli was anti-clockwise from the central 
motion direction before averaging; see supplementary figure 
4 for an alternative version of this plot without averaging 
across the central motion direction). In this plot the curve 
has a negative slope around +32°, which itself was unbiased. 
This indicates that estimations were attractively biased to-
wards stimuli moving at +32° (and by symmetry, also to mo-
tion at -32°). Estimates of the central motion direction were 
unbiased, while estimates at +16° were positively biased, 
away from the centre and towards stimuli moving at +32° 
(again, by symmetry, stimuli moving at -16° were biased 
away from the centre, towards stimuli moving at -32°). Note 
that the apparent asymmetry in figure 4a is expected, and is 
due to the fact that the data points at 0° and 64° are not 
equivalent: 0° lies midway between the two most frequently 
presented directions, while +64° is on the edge of the dis-
tribution of presented motion directions (see figure 2). 
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Figure 4: Effect of  expectations on estimation biases. (a) Partici-
pants’ mean estimation bias is plotted against presented motion 
direction. Data points  from either side of  the central motion di-
rection have been averaged together, so that the furthest left 
point corresponds to the central motion direction, and the verti-
cal dashed line corresponds to data taken from the two most 
frequently  presented motion directions (±32°). Results are aver-
aged over all participants and error bars represent within-subject 
standard error. (b) The estimation bias for stimuli moving at ±48° 
(black) and ±16° (red) from the central motion direction, plotted 
against  the estimation bias at ±32°,  for each participant. Again, 
data from stimuli moving to both sides of  the central motion di-
rection has been averaged together, with the sign of  the bias for 
stimuli moving anti-clockwise from the central motion direction 
(i.e.  -48°, -32° and -16°) reversed before averaging.  The red 
and black crosses mark the population mean of both distri-
butions, with the length of the lines on the crosses equal to 
the standard error.

a

b Figure 5: Effect of  expectations on the standard deviation of  es-
timations. The standard deviation in participants’ estimation dis-
tributions is plotted against presented motion direction. Data 
points  from either side of  the central motion direction have been 
averaged together,  so that the furthest left point corresponds to 
the central motion direction, and the vertical dashed line corre-
sponds to data taken from the two most frequently  presented 
motion directions (±32°). Results are averaged over all  partici-
pants and error bars represent within-subject standard er-
ror.
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[Chalk, Seitz and Seriès, JOV 

Modelling the observed estimation biases

• subjects learn an expected distribution of the stimuli (prior) and combine it 
with sensory evidence


• 4 free parameters: center and width of prior, width of likelihood, fraction of 
‘random’ trials + motor noise (fixed with high contrast trials)

where ‘a(�)’ and ‘b(�)’ were additional free parameters that 
determined the proportion of trials where participants 
sampled from each distribution.

Finally, we considered variations to the ADD1 and 
ADD2 models (denoted ‘ADD1_mode’ and ‘ADD2_mode’ 
respectively) where, on trials where participants were unsure 
of the stimulus motion direction, they made perceptual es-
timates that were equal to the mode of the ‘expected’ distri-
bution. These models are equivalent to the ADD1 and 
ADD2 models, with ‘1/�

exp

’ set to zero.

Bayesian model
The second class of models assumed that participants 

combined a learned prior of the stimulus directions with 
their sensory evidence in a probabilistic manner. Specifi-
cally, unlike the previous models, where on individual trials 
participants either rely entirely on their sensory observa-
tions or on their expectations, in the Bayesian model par-
ticipants make estimations based on a combination of both 
their sensory observation and expectations. A schematic of 
this model class is shown in figure 7.

 As before, we assume that on a single trial, participants 
make noisy sensory observations of the stimulus motion 
direction (✓

obs

), with a probability p
l

(�
obs

|�) = V (�,⇥
l

) . 
From Bayes’ rule, the posterior probability that the stimulus 
is moving in a particular direction ✓, given a sensory obser-
vation ✓

obs

, is obtained by multiplying the likelihood func-
tion (p

l

(�
obs

|�)), with the prior probability (p
prior

(�)):

p(�|�
obs

) � p
prior

(�) · p
l

(�
obs

|�)                             (8)

While participants cannot access the ‘true’ prior, 
p

prior

(�), directly, we hypothesized that they learned an 

approximation of this distribution, denoted ‘p
exp

(�)’. In 
our model this ‘learned prior’ was parameterized similarly 
to p

exp

(�) in ADD1 (see equation 2).
We assume that participants make perceptual estimates 

of motion direction, ✓perc , by choosing the mean of the 
posterior distribution, so that :

                
 where ‘Z ’ is a normalization constant. An alternative 
choice would be for the perceptual estimate to be given by 
the maximum of the posterior distribution. For our work 
both methods gave qualitatively identical results.

We accounted for the ‘motor noise’ associated with 
making the estimation response in a similar way to the pre-
vious models. For this model, the free parameters that were 
fitted to the estimation data for each participant were the 
centre and width of participants’ ‘expected’ distribution 
(determined by ✓

exp

& 1/
exp  respectively), the width of 

their sensory likelihood (determined by 1/l ), the magni-
tude of the ‘motor’ noise in their responses (determined by 
1/m ) and the fraction of trials where they made estima-
tions that were completely random (↵ ). We included two 
variants of the Bayesian model: ‘BAYES_L-var’, where the 
width of the likelihood function was allowed to vary with 
the stimulus motion direction, and ‘BAYES_L-const’, where 
it was held constant.

Inferring the parameters for each model
At the highest contrast, the stimulus was clearly visible, 

so we assumed that the perceptual uncertainty was close to 
zero (1/�l ! 0 ). Therefore for all models, the distribution 
of estimations should be given by equation (3), with the 
substitution, ✓perc = ✓ . We used this equation to fit par-
ticipants’ estimation distributions at high contrast (by 
maximizing the log probability of getting the observed the 
data; see later), thus allowing us to approximate the ‘motor 
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Figure 7: Bayesian model for estimation. The posterior distribution of  possible stimulus motion directions is constructed by  combining 
prior knowledge about likely  motion directions (the expectation) with the available sensory  evidence (based on a noisy  observation, 
✓

obs

) probabilistically. A perceptual estimate is made by  taking the mean of  the posterior distribution. This posterior distribution is used 
to make a perceptual estimate (✓perc). Additional ‘motor noise’ is added to this perceptual estimate to produce the final estimation re-
sponse (✓est) 

�
perc

=
1
Z

Z
� · p

exp

(�) · p
l

(�
obs

|�)d� (9)

p(⇥
est

|⇥) = (1� �)[(1� a(⇥)� b(⇥)) · p
l

(⇥
obs

= ⇥
est

|⇥)
+ a(⇥) · p

anti�clockwise

(⇥
est

)
+ b(⇥) · p

clockwise

(⇥
est

)] ⇥ V (0, ⇤
m

) + �

(7)

tion directions, relative to other motion directions 
(1924±86ms at ±32° versus 1991±85ms over all other mo-
tion directions; p < 0.001, signed rank test; supplementary 
figure 7). Overall, there was a significant effect of motion 
direction on participants’ reaction time (p = 0.003, 3-way 
within-subjects ANOVA).

Modeling
To understand the nature of the biases in motion direc-

tion estimation that we observed, we tested among alterna-
tive models of how participants’ expectations may be com-
bined with the presented stimulus to produce the observed 
response distributions. Two classes of models were consid-
ered. The first class of model assumed that participants de-
veloped response strategies unrelated to perceptual changes. 
The second class of model assumed that participants solved 
the task using a Bayesian strategy, combining a learned 
prior of the stimulus statistics (the expectation) with their 
sensory evidence (the actual stimulus) in a probabilistic way. 
These models simulate the estimation distributions in the 
case where participants judged the stimulus to be present.

Multiple-strategy ʻresponse biasʼ models
The first two models looked at whether participants’ 

behaviour could be attributed to a ‘response bias’. The key 
assumption in both of these models was that participants 
followed different strategies on different trials: for example, 
by making an unbiased estimate of motion direction on a 
fraction of the trials, and by estimating one of the most fre-
quently presented motion directions on other trials.

The first model (‘ADD1’) assumed that when partici-
pants were unsure about which motion direction they had 
perceived they made an estimate that was close to one of 
the two most frequently presented motion directions. 

In this model, on each trial, participants make a sen-
sory observation of the stimulus motion direction, ✓

obs

. We 
parameterize the probability of observing the stimulus to be 
moving in a direction ✓

obs

 by a von Mises (circular normal) 
distribution centered on the actual stimulus direction and 
with width determined by 1/l: 

p
l

(�
obs

|�) = V (�,⇥
l

)                                                (1)

On most trials we assume that participants make a per-
ceptual estimate of the stimulus motion direction (✓perc) 
that is based entirely on their sensory observation so that,
✓

perc

= ✓
obs

. However, on a certain proportion of trials, 
when participants are uncertain about whether a stimulus 
was present or not, they resort to their `expectations’, by 
making a perceptual estimate that is sampled from a learned 
distribution, p

exp

(�) . For simplicity, we parameterize this 
distribution as the sum of two circular normal distributions, 
each with width determined by 1/

exp

, and centered on 
motion directions �✓

exp

 and ✓
exp

 respectively:

p
exp

(�) = 1
2 [V (��

exp

, ⇥
exp

) + V (�
exp

, ⇥
exp

)]        (2)

Finally, we accommodate for the fact that there will be a 
certain amount of noise associated with moving the ‘estima-
tion bar’ to indicate which direction the stimulus is moving 
in, as well as allowing for a fraction of trials ‘↵ ', where par-
ticipants make estimates that are completely random. Thus, 
the estimation response ✓est  is related to the perceptual 
estimate ✓perc via the equation:

p(⇥est|⇥perc) = (1� �)V (⇥perc, ⇤m) + �                (3)

Bringing all this together, the distribution of estimation 
responses for a single participant is given by:

 

where the asterisk denotes a convolution and a(�) deter-
mines the proportion of trials that participants sampled 
from the ‘expected’ distribution, p

exp

(�) . For this model, 
free parameters that were fitted to the estimation data for 
each participant were the centre and width of participants’ 
‘expected’ distributions (determined by ✓

exp

& 1/
exp

 re-
spectively), the width of their sensory likelihood (deter-
mined by 1/l ), the fraction of trials where they made esti-
mates by sampling from their ‘expected’ distribution (a(�)), 
the magnitude of the ‘motor’ noise in their responses (de-
termined by 1/m ) and the fraction of trials where they 
made estimations that were completely random (↵ ).

The second ‘response-bias’ model (‘ADD2’) assumed a 
more complex strategy, such that when participants were 
unsure of stimulus direction, they made estimates that were 
preferentially sampled from different proportions of their 
‘expected’ distribution. Crucially, the portion of this ‘ex-
pected’ distribution that was sampled from depended on 
the actual stimulus motion direction.

Here, the expected distribution p
exp

(�)  was divided 
into two parts:

p
anti�clockwise

(�) = V (��
exp

, ⇥
exp

)                      (5)

p
clockwise

(�) = V (�
exp

, ⇥
exp

)                                  (6)

As before, on a single trial, participants made estimates 
that were either equal to their sensory observation ✓

obs

, or 
sampled from a learned distribution of expected motion 
directions. However, instead of sampling from a single dis-
tribution of expected motion directions, p

exp

(�) , partici-
pants could now make estimates that were sampled either 
from the distributions p

anti�clockwise

(�)  or p
clockwise

(�) , 
with a probability that was dependent on the actual stimu-
lus motion direction. For example, on a single trial, a par-
ticipant might be aware that the stimulus was moving 
‘clockwise from centre', and thus would be more likely to 
make an estimate that was sampled from the distribution, 
p

anti�clockwise

(�), than from p
clockwise

(�).
 This more complex response strategy results in a distri-

bution of estimation responses given by:
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p(⇥
est

|⇥) = (1� �)[(1� a(⇥)) · p
l

(⇥
obs

= ⇥
est

|⇥)
+ a(⇥) · p

exp

(⇥
est

)] ⇥ V (0, ⇤
m

) + �
(4)

Model comparison

For Peer Review

ticipants’ estimation distributions at high contrast (by 
maximizing the log probability of getting the observed the 
data; see later), thus allowing us to approximate the ‘motor 
noise’ (determined by 1/m) for each participant.

As with the rest of our data analysis, we modelled par-
ticipants responses to stimuli at both staircased contrast 
levels (although see supplementary materials). Also, as all 
three models looked only at the estimation task, effectively 
ignoring the detection response, we initially looked only at 
data where participants detected the motion stimulus (see 
supplementary materials for a version of the Bayesian 
model which incorporates the detection task).

For each model, and for a particular set of parameters 
‘M’, we were able to calculate the probability of making an 
estimate ‘ ✓est ’ given a stimulus moving in a direction ‘✓’ (
p(�est|�;M)). Assuming that participants’ responses on 
each trial were independent, this allowed us to calculate the 
likelihood of generating our experimental data ‘D’ from the 
particular model and parameter set ‘M’. We then chose 
model parameters to fit the data for each participant by 
maximizing the log of the likelihood function:

M = argmaxM

"
ntrialsX

i

log(p(�est = �i,data|�i))

#
     (10)

where the summation was taken over all trials, and ‘✓i’ and 
‘✓i,data’ represent the presented motion direction and the 
estimation response on the ith  trial respectively. We found 
the maximum of the likelihood function using a simplex 
algorithm (the Matlab function ‘fminsearch’). We were 
concerned that for some participants our model fits might 
converge to local rather than local maxima. To reduce this 
possibility, we ran the model fits with a range of initial 
values for l and 

exp

 (‘1/
p

�l ’ and ‘1/
p

�
exp

’ were varied 

independently in 2° increments, between 1° and 21°), 
selecting the model fit that produced the highest value for 
the log-likelihood. The results obtained were also found to 
be robust to changes in all of the other initial parameter 
values.

The models varied greatly with respect to the number 
of parameters that they required to fit the data. Excluding 
m  (as this was obtained from the high contrast responses, 
not the low contrast responses that were the principle area 
of investigation), ADD1 and ADD2 required 9 and 14 free 
parameters respectively: l , ✓

exp

, 
exp

 and ↵ , plus 5 values 
for a(�)  and, for ADD2, another 5 values for b(�)  (one for 
each presented motion direction). ADD1_mode and 
ADD2_mode required 8 and 13 free parameters respec-
tively (one less parameter than ADD1 and ADD2 respec-
tively, as 

exp

 was no longer a free parameter). BAYES_L-
const required only 4 free parameters (l , ✓

exp

, 
exp

 and ↵ ). 
BAYES_L-var required 8 free parameters (including a value 
for l  for each presented motion direction).

Model comparison
We assessed how well each of the models accounted for 

the estimation distribution using a metric called the ‘Bayes-
ian information criterion’ (BIC), defined as: 

BIC = �2 · ln(L) + k · ln(n)                                (11)

where, ‘L ’ is the likelihood of generating the experimental 
data from the model, ‘k ’  is the number of parameters in the 
model and ‘n’ is the number of data points available. In 
general, given two estimated models, the model with the 
lower value of BIC is the one to be preferred (Schwarz, 
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Figure 8: Model comparison. The Bayesian information criterion (BIC) evaluated with each model, subtracted by  the BIC evaluated with 
the BAYES_L-const model, is plotted separately  for each participant. Median values are indicated by  horizontal red lines, 25th and 75th 
percentiles by  horizontal blue lines. Values greater than zero indicate that the BAYES_L-const  model provided the best description of 
the data. p-values indicate whether the median ‘BIC-BICBAYES_L-const’ was significantly  different form zero for each model (signed rank 
test).
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noise’ (determined by 1/m) for each participant.
As with the rest of our data analysis, we modelled par-

ticipants responses to stimuli at both staircased contrast 
levels (although see supplementary materials). Also, as all 
three models looked only at the estimation task, effectively 
ignoring the detection response, we initially looked only at 
data where participants detected the motion stimulus (see 
supplementary materials for a version of the Bayesian 
model which incorporates the detection task).

For each model, and for a particular set of parameters 
‘M’, we were able to calculate the probability of making an 
estimate ‘ ✓est ’ given a stimulus moving in a direction ‘✓’ (
p(�est|�;M)). Assuming that participants’ responses on 
each trial were independent, this allowed us to calculate the 
likelihood of generating our experimental data ‘D’ from the 
particular model and parameter set ‘M’. We then chose 
model parameters to fit the data for each participant by 
maximizing the log of the likelihood function:

M = argmaxM

"
ntrialsX

i

log(p(�est = �i,data|�i))

#
     (10)

where the summation was taken over all trials, and ‘✓i’ and 
‘✓i,data’ represent the presented motion direction and the 
estimation response on the ith  trial respectively. We found 
the maximum of the likelihood function using a simplex 
algorithm (the Matlab function ‘fminsearch’). We were con-
cerned that for some participants our model fits might con-
verge to local rather than local maxima. To reduce this pos-
sibility, we ran the model fits with a range of initial values 
for l  and 

exp

 (‘1/
p

�l’ and ‘1/
p

�
exp

’ were varied inde-
pendently in 2° increments, between 1° and 21°), selecting 
the model fit that produced the highest value for the log-

likelihood. The results obtained were also found to be ro-
bust to changes in all of the other initial parameter values.

The models varied greatly with respect to the number 
of parameters that they required to fit the data. Excluding 
m  (as this was obtained from the high contrast responses, 
not the low contrast responses that were the principle area 
of investigation), ADD1 and ADD2 required 9 and 14 free 
parameters respectively: l , ✓

exp

, 
exp

 and ↵ , plus 5 values 
for a(�)  and, for ADD2, another 5 values for b(�)  (one for 
each presented motion direction). ADD1_mode and 
ADD2_mode required 8 and 13 free parameters respectively 
(one less parameter than ADD1 and ADD2 respectively, as 


exp

 was no longer a free parameter). BAYES_L-const re-
quired only 4 free parameters (l , ✓

exp

, 
exp

 and ↵ ). 
BAYES_L-var required 8 free parameters (including a value 
for l  for each presented motion direction).

Model comparison
We assessed how well each of the models accounted for 

the estimation distribution using a metric called the ‘Bayes-
ian information criterion’ (BIC), defined as: 

BIC = �2 · ln(L) + k · ln(n)                                (11)

where, ‘L ’ is the likelihood of generating the experimental 
data from the model, ‘k ’  is the number of parameters in the 
model and ‘n’ is the number of data points available. In 
general, given two estimated models, the model with the 
lower value of BIC is the one to be preferred (Schwarz, 
1978). The first term of this expression accounts for the 
error between the data and the model predictions, while the 
second term represents a penalty for including too much 
complexity in the model.
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Figure 8 plots, for each participant, the BIC obtained  
with each model, subtracted by the BIC obtained with the 
BAYES_L-const model. From this plot we can see that the 
BIC values obtained with the ADD1, ADD2, ADD1_mode, 
ADD2_mode and BAYES_L-var models were significantly 
greater than the BIC values obtained with the BAYES_L-
const model (p=0.002, p<0.001, p=0.003, p=0.005 and 
p<0.001 respectively; signed-rank test). Thus, while a small 
minority of participants were not best fitted by the 
BAYES_L-const model (2 participants exhibited a lower BIC 
value with the ADD1  model, 2 participants exhibited a 
lower BIC value with the ADD1_mode model and 2 partici-
pants exhibited a lower BIC value with the ADD2_mode 
model), this model provided the best description of the data 
for the majority of participants.

Each of the models described attempted to fit the esti-
mation distributions for each participant. To achieve a 
qualitative understanding of how the estimation distribu-
tions predicted by each of the models compared to the ex-
perimental data, we analyzed the predicted estimation bi-
ases and standard deviations. As the ADD1_mode and the   
ADD2_mode, and the BAYES_L-const models provided bet-
ter fits to the data than the other models, we only analyze 
here the predicted estimation biases and standard devia-
tions for these three models. In our previous analysis of the 
experimental data, we parameterized participants’ estima-
tion distributions as the sum of a circular normal distribu-
tion and a ‘flat’ background probability (to account for the 
proportion of trials where they made random estimations). 
Participants estimation means and standard deviations were 
then taken as the centre and width of the fitted circular 
normal distribution respectively. To be consistent with this, 
we computed biases and standard deviations from the esti-
mation distributions predicted by each model in an identi-
cal way. 

Figure 9 shows the estimation biases and standard de-
viations predicted by each of the models, plotted alongside 
the experimental data. Both the BAYES_L-const and 
ADD2_mode models provided a good fit for the population 
averaged estimation biases (mean absolute error of 0.75°, 
and 0.62° for the BAYES_L-const and ADD2_mode models 
respectively). The ADD1_mode model, however, was unable 
to reproduce the repulsive biases away from the central mo-
tion direction (at ±16°) that were observed experimentally 
(mean absolute error of 2.14°; figure 9a). This was also re-
flected in the fits of individual participants’ estimation bi-
ases (quantified by calculating the mean absolute error for 
the fits of the estimation biases separately for each partici-
pant, averaged over motion directions). The error in the fits 
of the individual participants’ estimation biases was signifi-
cantly smaller for the BAYES_L-const model than for the 
ADD1_mode model (p<0.001, signed rank test), while there 
was no significant difference between the BAYES_L-const 
and ADD2_mode models. 

The fact that the ADD1_mode model was unable to fit 
the experimentally observed repulsive biases away from the 
central motion direction can be explained by the fact that 
for this model we parameterized the ‘expected’ distribution 
of motion direction, p

exp

(�) , to be symmetrical around 0°. 
Thus, even in the extreme case where all responses are sam-
pled from this distribution, there would only be an attrac-
tive bias towards the central motion direction.

The BAYES_L-const model produced estimation stan-
dard deviations that varied with motion direction in a 
qualitatively similar way to the experimental data, (with a 
maximum at 0°, decreasing for stimuli moving further from 
the central motion direction), although in general, the 
model predicted values that were slightly larger than what 
was observed experimentally (figure 9b). The fits for the 
estimation standard deviation produced by the ADD1_mode 
and ADD2_mode were worse than the BAYES_L-const model 
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Figure 9: Predicted biases (a) and standard deviations (b) for each model. Predictions for the ADD1-mode model (green),  the ADD2-
mode model (blue) and the BAYES_L-const model (black) are plotted alongside the experimental data (red). In both plots, data points 
from either side of  the central motion direction have been averaged together, so that the furthest left point corresponds to the central 
motion direction, and the vertical dashed line corresponds to the most frequently  presented motion directions. In all plots, results are 
averaged over all participants and error bars represent within-subject standard error.
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a b

• Bayesian model describes 
the data better than 
response strategy models.

[Chalk, Seitz and Seriès, JOV 2010]

Conclusions

• Participants rapidly learn multimodal stimulus expectations (< 200 
trials).


• These expectations bias their perception of simple motion stimuli, 
causing them to ‘hallucinate’ motion in the expected direction, and 
perceive motion stimuli as closer to the expected directions than 
they actually are.


• The biases we observed can be explained assuming that 
participants combine a ‘learned prior’ about the stimulus statistics 
with their sensory evidence in a probabilistically optimal way.


• A number of open questions (specificity of prior, time scale, neural 
implementation - substrate of expectation)


• in particular: can one learn any prior like this ? or are some priors 
fixed?


