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Our perceptions are fundamentally altered by our expectations, a.k.a. 'priors' about the world. In previous statistical 
learning experiments (Chalk, Seitz, & Seriès, 2010), we investigated how such priors are formed by presenting subjects 
with white low contrast moving dots on a blank screen, and using a bimodal distribution of motion directions such that two 
directions were more frequently presented than the others. We found that human observers quickly and automatically 
developed expectations for the most frequently presented directions of motion. Here, we examine the specificity of these 
expectations. Can one learn simultaneously to expect different motion directions for dots of different colors? We 
interleaved moving dot displays of two different colors, either red or green, with different motion direction distributions. 
When one distribution was bimodal while the other was uniform, we found that subjects learned a single bimodal prior for 
the two stimuli. On the contrary, when both distributions were similarly structured, we found evidence for the formation of 
two distinct priors, which influenced significantly the subjects’ behavior when no stimulus was presented. Our results can 
be modeled using a Bayesian framework and discussed in terms of a sub-optimality of the statistical learning process 
under some conditions. 
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Introduction 

A large body of work has led to the idea that human performance can be described as being probabilistically (or 
‘Bayesian’) optimal, from cue integration (Hillis, Watt, Landy, & Banks, 2004), multisensory integration (Ernst & Banks, 
2002), and sensorimotor learning (Kording & Wolpert, 2004), to high-level cognitive decisions (Trommershauser, Malo-
ney, & Landy, 2008; Griffiths & Tenenbaum, 2006; Chater, Tenenbaum, & Yuille, 2006). It is found that humans can 
successfully learn about the regularities of particular scenes and the uncertainty related to them, and use this knowledge to 
guide perception and action. However, the scope of this optimality is controversial, in particular for tasks of high com-
plexity. There is indeed evidence that there are strong limits on the types of statistical regularities that sensory systems can 
automatically detected (Fiser & Aslin, 2001, 2002). A common opinion is thus that only approximations of Bayesian in-
ference could be implemented in the brain (Fiser, Berkes, Orbán, & Lengyel, 2010). However, in general, the constraints 
imposed on these approximations are still unclear. 

Most experiments have looked at simple statistical learning tasks, involving regularities in one dimension. How hu-
mans learn probability distributions integrating multiple features simultaneously is still unclear, but there is indication that 
statistics about more than one variable can be learned jointly. Seitz et al. (2007), for example, showed that it is possible 
for stimulus associations to form across modalities, when there are statistical contingencies. They used a novel audio-
visual procedure where subjects were passively exposed to a rapid serial presentation of audio-visual pairings and were 
later tested to report about the degree of familiarity of the stimuli. They found that subjects acquired knowledge of visual-
visual, audio-audio, and audio-visual stimulus associations and that the learning of these types of associations occurred in 
an independent manner. Looking at vision alone, Turk-Browne et al. (2008) investigated how subjects learn regularities 
involving both shape and color. They showed that visual statistical learning could be both object-based and feature-based 
in regards to how feature dimensions co-vary. When shapes co-varied perfectly with a particular color, statistical learning 
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was object-based: the expression of learning required the presence of both shapes and colors at test. However, when shape 
and color were partially decoupled during learning, subjects showed robust statistical learning for each feature separately. 

 Another related question that has been poorly explored is that of specificity or transfer of the learning that is ac-
quired. Is statistical learning very specific to the learned objects, similar to what is found in perceptual learning (Sasaki, 
Nanez, & Watanabe, 2009), or do human spontaneously transfer the acquired knowledge to similar objects? Two studies 
have directly investigated transfer of statistical learning. Adams et al. (2004) have shown that the so-called ‘light-from-
above prior’ can be temporarily modified with active visual-haptic experience and that the resultant adaptation generalizes 
to a different visual task. Using statistical learning of sequences of shapes, Turk-Browne and Scholl (2009) explored 
transfer across space and time and across temporal order. They found that learning of statistically defined temporal se-
quences could be expressed in static spatial configurations, and that learning of statistically defined spatial configurations 
facilitated detection performance in temporal streams.  

In previous work (Chalk, Seitz, & Seriès, 2010), we investigated whether expectations can be acquired through fast 
statistical learning, and how these expectations affect the perception of simple stimuli. Subjects were presented with a 
field of coherently moving white dots, shown at low contrast and had to report about the direction of motion of the dots 
(estimation task), as well as whether they had perceived the dots or not (detection task). Unknown to the subjects, two 
motion directions (-32

o
 and 32

o
) were presented more frequently than the other directions. After only minutes of exposure 

to these stimuli, subjects developed expectations for the frequent directions, and this affected their behavior in two ways. 
First, subjects tended to perceive motion directions as being more similar to the expected directions than they really were 
(attractive bias). Second, even when there was no stimulus presented on the screen, subjects tended to ‘hallucinate’ mo-
tion particularly in the expected directions. This learning was implicit: when asked about the stimulus distribution after 
the experiment, subjects indicated no conscious knowledge that some directions had been presented more frequently than 
others. Chalk et al. constructed a simple Bayesian model that provided a good fit of subjects’ estimation biases. The mod-
eling results suggest that subjects combined their sensory evidence with a learned prior distribution of expected motion 
directions in a probabilistically optimal manner. The model also provided correct predictions for the behavior when no 
stimulus was presented. 

Here, we use a variation of this experimental paradigm to investigate the complexity and specificity of the priors that 
can be learned. Instead of using one color for the dots and one distribution for the motion directions, we now use two col-
ors for the dots (green and red) corresponding to two different distributions of motion directions. We ask whether partici-
pants are able to form distinct expectations for the two different colors, or whether subjects form only a color nonspecific 
prior. Color information is mostly processed through the ventral stream, while motion information primarily through the 
dorsal stream. Our hypothesis is that a sub-optimal integration of the two information streams may provide insight on the 
mechanisms underlying the formation of priors and their constraints. 

Experiment 1 

Methods 

Participants 

Twenty-two naive participants with normal color acuity were recruited from the University of Edinburgh. All partici-
pants gave informed written consent in accordance with the University Of Edinburgh, School Of Informatics Ethics Panel 
and the Declaration of Helsinki, and received monetary compensation. 

Stimuli 

The motion stimuli consisted of a field of colored dots, either red or green, with density of 2 dots/deg
2
, moving coher-

ently at a speed of 9
o
/sec within a circular annulus, which had a minimum and a maximum diameter of 2.2

o
 and 7

o
 respec-

tively. They were generated using the Matlab programming language with the Psychophysics Toolbox (Brainard, 1997; 
Pelli, 1997), and displayed on a Mitsubishi DiamondPro 750SB monitor running with resolution of 1024 x 768 at 100 Hz. 
Participants viewed the display in a darkened room at a viewing distance of 70cm. The display luminance was calibrated 
and linearized with a Cambridge Research Systems Colorimeter separately for each color. The background luminance was 
set to 5 cd/m

2
. 

Procedure 

At the beginning of each trial, a central white dot (0.15
o
 diameter) was presented as a fixation point (Figure 1a). Then, 

the field of dots was presented, in an annulus around the fixation point, along with a gray bar, which projected out from 
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the central dot. The initial angle of the bar was randomized for each trial. Participants reported the direction of motion by 
rotating the bar using a mouse (estimation task). The display cleared when either the participant clicked on the mouse but-
ton, validating her choice, or when a period of 3000 ms passed. 

After the estimation response, there was a 200ms delay before the detection response screen was shown. The screen 
was divided into 3 equal parts by 3 lines originating from the center of the screen and ending at the borders of the screen, 
resulting in an upper right, a lower right, and a left compartment, which displayed the text RED DOTS, GREEN DOTS, 
and NO DOTS respectively. Participants moved a cursor to the appropriate compartment on the screen to indicate their 
choice, and validated with a mouse click. The cursor then flashed green or red for a correct or an incorrect choice respec-
tively. After the detection task was complete, the screen was cleared, and the next trial began after a 400 ms delay. The 
participants were presented with block feedback on the estimation task every 20 trials: a message was shown on the screen 
indicating their average performance in terms of their estimation error in the previous 20 trials. 

Design 

The experiment consisted of two sessions, lasting around 1 hour each, with each session comprising 765 trials. The 2 
sessions were taken over successive days. The stimuli were presented at four different contrast levels and 2 colors (red 
and green), all randomly interleaved. There were 225 trials for each color where the contrast was determined using 3/1 
staircases on detection performance (one staircase for each color). Additionally, there were 45 trials for each color, where 
the stimuli had the highest contrast level (high contrast), and 225 trials where no stimulus was presented (zero contrast). 
For the two staircased contrast levels, the direction of motion could be 0

o
, ±16

o
, ±32

o
, ±48

o
, or ±64

o
, with respect to a cen-

tral reference angle. At the highest contrast level, the dots were given random directions, even outside the nine directions 
mentioned, in order to emphasize that the estimation task is continuous rather than a categorical decision out of 9 alterna-
tive directions. 

Depending on their color, the dots could move according to one of 2 different direction distributions: uniform, or bi-
modal. In the uniform condition, all 9 directions were equally likely to be presented in each session or 25 trials per direc-
tion per session, whereas in the bimodal condition, there were 95 trials per session with direction -32

o
 and +32

o
, and 5 tri-

als per session for each of the other directions of motion (Figure 1b). The combined distribution was identical to the one 
used by Chalk et al. (2010) with the difference that the total number of trials was slightly less. The distributions of the two 
colors were counter-balanced between participants in order to avoid any biases caused by color selection or color sensitiv-
ity. 

  

Figure 1. (a) Experimental procedure. Participants were presented with a fixation point, followed by the motion stimulus and the re-

sponse bar, which they rotated to indicate their perceived direction of motion. After a period of 3000ms or the press of the mouse but-

ton, the screen was cleared and divided into three separate sections, and participants clicked in the appropriate section to indicate their 

choice. (b) Probability distributions of motion directions for Experiment 1. In the uniform condition, all directions were equally presented, 

while in the bimodal condition, two directions, 32
o
 away from the central direction, were presented in a larger number of trials than other 

directions. The combined distribution was identical to the one used in Chalk et al. (2010). The central motion direction was randomized 

for each participant. 

(a) (b) 
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Data analysis 

As detailed above, the presented directions were symmetrical around a central motion angle, randomly chosen for 
each participant. This symmetry allowed us to average the results for stimuli moving to either side of the central motion 
direction. ‘Unfolded versions’ of the data can be found in the Supplementary materials (Supplementary figures 2 & 6). 

The first 200 trials from each session were excluded from the analysis in order to allow the staircases to reach stable 
contrast levels (Supplementary figure 1). Participants’ performance was evaluated after their first session to eliminate 
those that could not perform adequately in the estimation task. Out of the original 22 participants, 4 failed to have a mean 
absolute estimation error less than 30

o
 in the highest contrast trials, and they were not asked back for a second session. 

The remaining 18 participants passed that criteria for 2 sessions, and their data were analyzed. Responses to the highest 
contrast stimuli were disregarded from the analysis, and they were used only as a performance benchmark. 

Participants were significantly better than chance in reporting the color of the stimulus even at low contrast (82% cor-
rect on average). However, they still made an error about color in a significant number of trials. Because those cases were 
ambiguous in terms of our hypothesis regarding color-specific expectations (i.e. whether participants would be using ex-
pectations corresponding to the stimulus color or to the reported color), these trials were removed from our analysis. 

In the estimation task, the variance of participants’ direction estimates was large. Similarly to Chalk et al. (2010), we 
hypothesized that this was due to the fact that in some trials participants made completely random estimates, thus increas-
ing the variance of motion direction estimates quite substantially. To account for this, we fitted the estimation responses 
of each participant to the distribution                  , where   is the proportion of trials where the participant 
makes random estimates, and        is a von Mises (circular normal) distribution with mean   and width    , given by: 
                                   . The parameters were chosen by maximizing the likelihood of generating 
the data from the distribution. Participants’ estimation mean and standard deviation were taken as the circular mean and 
standard deviation of the von Mises distribution. The use of this approach allows for more consistent and significantly 
smaller variances across participants, motion directions, and contrasts, than merely averaging over trials, without com-
promising the qualitative aspect of the results.        

In trials where no stimulus was presented, we aggregated all participants’ responses and fit the population estimation 

performance using a linear combination of 6 circular normal distributions. The mean (peak) and variance (width) of each 

distribution were fit by maximizing the log likelihood of generating the data from the combined distribution. The number 

of distributions were chosen so as to avoid underfitting and overfitting the data, but was kept constant for all sets of data 

in order to avoid biasing the results towards a certain combined distribution (unimodal, bimodal, or trimodal). 
For 11 participants, the motion direction of the red dots followed the uniform distribution and the directions of green 

dots the bimodal one, whereas for 7 participants this was reversed. There was no significant effect of color on the estima-
tion bias, given a particular distribution (p = 0.37 and p = 0.52 for the uniform and bimodal distributions respectively, 
one-way ANOVA), so the data was combined across all participants. Additionally, there was no significant interaction 
between experimental session and motion direction on the bias and standard deviation (p = 0.65 and p = 0.46 respectively, 
four-way within-subjects ANOVA), so the data across sessions was combined as well. 

Results 

Motion direction estimates when a stimulus was presented 

We asked whether the more frequently presented directions of the bimodal distribution would bias the participants’ 
estimation performance and whether that bias would be present only in the bimodal condition or in both conditions. We 
first analyzed the estimation responses obtained by averaging over all trials irrespective of the color condition. These re-
sults showed a distinctive pattern very similar to the one reported by Chalk et al. (Figure 2a) and as expected if partici-
pants are biased towards perceiving motion directions as being more similar to the most frequent directions than they real-
ly are. Estimates of the central motion direction were largely unbiased, whereas estimates of ±16

o
 and ±48

o
 were positive-

ly and negatively biased respectively. This indicates an attractive bias, which, however, is not centered around ±32
o
 (the 

most frequent directions), but slightly shifted (to around ±40
o
). Finally, estimation responses for stimuli moving at ±64

o
, 

which lies at the largest distance from the most frequent directions, were significantly biased towards more central direc-
tions. 

There was a significant effect of motion direction on the estimation bias (p < 0.001, two-way within-subjects ANOVA 
between motion direction and subjects), and the estimation bias of participants at ±16

o
 and ±48

o
 was significantly larger 

and smaller respectively than the bias at ±32
o
 (p = 0.043 and p = 0.001, signed rank test). This verified that participants 

made estimates that were closer to the most frequently presented directions than the actual directions of the stimulus. 
We next explored whether the bias towards the most frequently presented motion directions was found in both uni-

form and bimodal conditions, or whether participants behaved differently for the two conditions. The results showed that 
the estimation bias for the uniform condition closely resembles the bias for the bimodal condition (Figure 2b). Figure 2b 
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(inset) shows the estimation biases predicted by an “ideal” observer that has learned the true statistics of the stimuli. There 
was a significant effect of motion direction on the estimation bias for both conditions (p < 0.001 and p < 0.001 for the uni-
form and bimodal respectively, two-way within-subjects ANOVA), and direct comparison of the estimation biases be-
tween the two conditions showed that there was no significant difference between them (p = 0.1, three-way within-subject 
ANOVA between motion direction, color condition and subjects). Additionally, for the uniform condition, the estimation 
bias of participants at ±16

o
 was significantly larger than the bias at ±32

o
 (p = 0.012, signed rank test), and the bias at ±48

o 

was significantly smaller than the bias at ±32
o
 (p = 0.047, signed rank test). This suggests that participants tended to per-

ceive motion direction as being more similar to ±32
o 

than it really was, independently of the color of the dots. There ap-
pears to be large positive bias in the bimodal condition at 0

o
. However, the number of trials is very small for this condition 

and bootstrap analysis indicates that the difference between biases at 0
o
 between the two conditions is in fact not signifi-

cant (Supplementary figure 3a). 
In accordance with Chalk et al., the standard deviation at the most frequently presented directions was lower than at 

other directions (Figure 2c). Overall, there was a significant effect of motion direction on the estimation standard devia-
tion (p = 0.017, two-way within-subjects ANOVA between standard deviation and subjects). The standard deviations 
showed no significant difference between the two conditions (p = 0.08, three-way within-subjects ANOVA between 
standard deviation, color condition, and subjects). 

Motion direction estimates when no stimulus was presented 

On average, participants reported seeing a stimulus in 8.53% ± 3.95% of the trials when no stimulus was presented. 
When participants reported detecting a stimulus, they reported the color of the uniform condition in 46.4% of the trials 
and the colors of the bimodal condition in 53.6% of the trials. We divided all participants’ estimation responses in three 
sets; trials where they reported detecting stimulus of the uniform condition, trials where they reported detecting a stimulus 
of the bimodal condition, and trials where they reported detecting no stimulus. We fit a linear combination of 6 circular 
normal distributions to each data set and for all the combined data. We show the data along with the fitted distributions for 
the sets where participants reported detecting a stimulus of each condition (Figure 3a & Figure 3b). Detailed descriptions 
of the distributions can be found in the Supplementary materials. In order to compare statistics of the distributions, we 
used a Bootstraping analysis. The data for each condition were re-sampled with replacement and distributions were fit to 
each data set. The process was repeated 10,000 times, and 95% percentile confidence intervals were calculated for each 
condition. A direct comparison of the folded distributions can be seen in Figure 3c.  

The results suggest that participants were strongly biased to report motion in the most frequently presented directions 
when no stimulus was presented but they reported detecting a stimulus. A possible explanation for this behavior could 
have been that participants automatically moved the estimation bar towards one of the two most frequently presented di-
rections, irrespective of their response in the detection task. However, such a response bias could be ruled out: participants  

 
 

 

Figure 2. Effect of expectations on estimation biases and standard deviations for all trials. Results are averaged over all participants 

and error bars show within-subject standard error. The vertical dashed line corresponds to the two most frequently presented motion 

directions (±32
o
). (a) Participants’ mean estimation bias for Experiment 1 averaged over all trials is plotted against presented motion 

direction. (b) Participants’ mean estimation biases for Experiment 1 separated for the uniform and bimodal conditions are plotted 

against presented motion direction. Inset: Expected bias if participants use a prior that approximates the stimulus statistics. Here: The 

prior has modes centered on the most frequent directions, and the widths of the prior distributions and of the sensory likelihoods corre-

spond to the average values across subjects. (c) The standard deviation in participants’ estimation for Experiment 1 averaged over all 

trials is plotted against presented motion directions. 

 

(b) (a) (c) 
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were not significantly more likely to move the estimation bar close to the frequent directions on trials that they reported 
seeing no stimulus. There was no significant difference between the participants’ estimation behavior when reporting dif-
ferent colors, and the peaks of the combined distributions for both conditions were close to the frequently presented direc-
tions (±32

o
) but shifted slightly outwards, closer to ±36

o
, to a greater degree for the uniform condition. These results large-

ly replicate those of Chalk et al (2010); however, seem to suggest that the learned perceptual biases may be largely color 
invariant. 

Experiment 2 

The results of Experiment 1 suggested that participants may have ignored color information. Results showed that par-
ticipants learned to expect the most frequently presented directions irrespective of color and used those expectations to 
guide perception for both conditions. In other words, participants may have learned only the combined distribution of the 
stimuli, which was bimodal. Alternatively, participants may have transferred the structure from the bimodal distribution to 
the unstructured (uniform) distribution. To disentangle between these alternatives, we designed a complementary experi-
ment in which the combined distribution is uniform, and the two different distributions have comparable structural proper-
ties. 

  
 

Figure 3. Participants’ responses in trials were no stimulus was presented but they reported detecting a stimu lus of the uniform condi-

tion (a) or bimodal condition (b) and fitted distributions. The vertical grey lines correspond to all the data points (estimation response), 

pooled across participants. (c) Fitted response distributions for trials where participants’ reported the color of the uniform distribution 

(red), the color of the bimodal distribution (green), trials where they did not detect a stimulus (black), and for all trials (blue). Data points 

from either side of the central motion direction have been averaged together. The vertical dotted line corresponds to the two most fre-

quently presented motion directions (±32
o
). Error bars show 95% confidence intervals. 

 

(a) (b) 

(c) 
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Methods 

Participants 

Twenty-three naive participants with normal color acuity were recruited from the University of Edinburgh. All partic-
ipants in the study gave informed written consent in accordance with the University Of Edinburgh, School Of Informatics 
Ethics Panel and the declaration of Helsinki, and they received monetary compensation. 

Stimuli & Procedure 

The stimuli and experimental procedure were identical to those described in Experiment 1. 

Design 

The design of the experiment was identical to that described in Experiment 1, except for the motion-direction distribu-
tions of the stimuli. These distributions were chosen so that the combined distribution over both colors was uniform. The 
first distribution was bimodal, similar to the one used in Experiment 1, while the second distribution was complimentary 
of the first one in which the peaks were shifted by 32

o 
(Figure 4). For convenience, we refer to the latter distribution as 

‘trimodal’. The trimodal distribution had 40 trials per session for directions -64
o
, 0

o
, and +64

o
, 4 trials per session for di-

rections -32
o
 and +32

o
, and 24 trials per session for each of the other directions. The bimodal distribution had 44 trials per 

session for directions -32
o
 and +32

o
, 8 trials per session for directions -64

o
, 0

o
, and +64

o
, and 24 trials per session for each 

of the other directions. The distributions of the two colors were counter-balanced between participants in order to avoid 
any biases caused by color selection or color sensitivity. 

Data analysis 

We performed the same analysis as for Experiment 1. Twenty-three observers participated in the first session of Ex-
periment 2. Two of them were excluded from the second session, as their estimation error in high contrast trials was 
greater than 30

o 
(our pre-hoc criterion), and three of them ignored the estimation task completely. The remaining eighteen 

participants returned for the second session, and their data were used in the results. 
For 9 participants, the motion direction of the red dots followed the trimodal distribution and the directions of the 

green dots the bimodal one, whereas for 9 other participants this was reversed. There was no significant effect of the color 
presented on the estimation bias (p = 0.73 and p = 0.6 for the trimodal and bimodal distributions respectively, one-way 
ANOVA), so the data was combined across all participants. Additionally, there was no significant interaction between 
experimental session and motion direction on the bias and standard deviation (p = 0.4 and p = 0.55 respectively, four-way 
within-subjects ANOVA), so the data across sessions was combined as well. 

 

Figure 4. Probability distributions of presented motion directions for Experiment 2. In the trimodal condition, three directions, the central 

direction along with directions 64o away from it, were presented in a larger number of trials than other directions, while in the bimodal 

condition there were two directions, 32 o away from the central direction more frequently presented. The combined distribution was uni-

form. The distributions of the two colors were counter-balanced between participants. The central motion direction was randomized for 

each participant. 
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Results 

Motion direction estimates when a stimulus was presented 

 When a stimulus was presented and the data was pooled across color conditions, we found that, on average, partici-
pants’ motion estimation performances did not vary significantly with motion direction (Figure 5a) (p = 0.29, two-way 
within-subjects ANOVA between motion direction and subjects). This was not unexpected; the combined distribution of 
the stimuli being uniform, potential biases in the estimation of each color condition might have cancelled each other out 
when averaged. There was no significant effect of motion direction on the estimation bias for both conditions (p = 0.12 
and p = 0.15 for the trimodal and bimodal respectively, two-way within-subjects ANOVA), but there was a significant 
difference between the estimation biases for the two color conditions (p = 0.046, three-way within-subjects ANOVA be-
tween motion direction, color condition, and subjects, Figure 5b). However, these biases were weaker than in Experiment 
1. The largest difference between the conditions was at ±48

o
, where, on average, estimates were positively biased for the 

trimodal condition and slightly negatively biased (or unbiased) for the bimodal condition. Additionally, at ±64
o
, estimates 

were largely unbiased for the trimodal condition but negatively biased for the bimodal condition. In contrast, at 0
o
 (resp. 

±16
o
), participants’ estimates were negatively biased (resp. unbiased) for both conditions. Figure 5b (inset) shows the es-

timation biases predicted by an “ideal” observer that has learned the true statistics of the stimulus. These results suggest 
that the participants’ motion-direction estimates were approximately biased towards the most frequent directions for each 
color condition for outwards angles (i.e. 32

o
 and 64

 o
 respectively – with an outwards shift for the bimodal condition) but 

dominated by an attraction towards the central direction for small angles, independently of the color condition.       
There was a significant effect of motion direction on the estimation standard deviation (Figure 5c) (p < 0.001, two-

way within-subjects ANOVA between standard deviation and subjects). The highest values were at ±16
o
, while the lowest 

were at ±64
o
. On average, stimuli closer to the central direction produced larger standard deviations than those further 

away. There was no significant difference between the standard deviations for the two color conditions (p = 0.23, three-
way within-subjects ANOVA between standard deviation, color condition, and subjects). 

Motion direction estimates when no stimulus was presented 

On average, participants reported seeing a stimulus in 10.34% ± 9.1% of trials when no stimulus was presented. Par-
ticipants reported seeing the color corresponding to the trimodal condition in 49.9% of the trials, and that corresponding to 
the bimodal condition in 50.1% of the trials.  We divided all participants’ estimation responses into three sets; trials where 
they reported detecting stimulus of the trimodal condition, trials where they reported detecting stimulus of the bimodal 
condition, and trials where they reported detecting no stimulus. We fit a linear combination of 6 circular normal distribu-
tions to the estimation performances for each data set and for all the combined data. Figure 6 presents the data along with 
the fitted distributions for the sets where participants reported detecting a stimulus of each condition (Figure 6a & Figure 
6b). Detailed descriptions of the distributions can be found in the Supplementary materials. As in Experiment 1, we used a 

 
 

 

Figure 5. Effect of expectations on estimation biases and standard deviations for all trials. Results are averaged over all participants 

and error bars show within-subject standard error. The red and green vertical dashed lines corresponds to the most frequently present-

ed motion directions for the red and green conditions (0 o and ±64 o) and ±32 o respectively. (a) Participants' mean estimation bias for 

Experiment 2 is plotted against presented motion direction. (b) Participants’ mean estimation biases for Experiment 2 separated for the 

trimodal and bimodal conditions are plotted against presented motion direction. Inset: Expected bias if participants use a prior that ap-

proximates the stimulus statistics. Here: The prior has modes centered on the most frequent directions, and the widths of the prior dis-

tributions and of the sensory likelihoods correspond to the average values across subjects (c) The standard deviation in participants' 

estimation for Experiment 2 is plotted against presented motion direction.  

(a) (b) (c) 
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Bootstraping analysis to compare the statistics of the distributions. A direct comparison of the folded distributions can be 
seen in Figure 6c. 

The results suggest that participants were strongly biased to report motion around ±54
o
 when no stimulus was present-

ed but they reported detecting a stimulus. As in Experiment 1, participants were not significantly more likely to move the 
estimation bar close to those directions on trials for which they reported seeing no stimulus. Here though, there are differ-
ences between the participants’ estimates depending on the color they report. The trimodal and bimodal shapes of the dis-
tributions resemble the stimulus distributions for the 2 conditions: It was significantly more likely for participants to re-
port the color of the trimodal condition at 0

o
 and nonsignificantly at ±64

o
, while it was significantly more likely for them 

to report the color of the bimodal condition at ±32
o
. This suggests that when no stimulus was present, but participants re-

ported perceiving one, they were biased to make direction estimates consistent with the most frequent directions of the 
color condition they reported. However, the peaks of the fitted distributions were not exactly centered at the frequent di-
rections but shifted (±59

o 
for the trimodal and ±44

o 
for the bimodal condition), consistent with the estimation biases when 

a stimulus was presented. The probability of reporting stimulus of the trimodal condition at 0
o
 was lower than the proba-

bility at ±64
o
.  

We also assessed the tendency for participants to make estimates close to the most frequent directions, relative to oth-
er directions, by multiplying the probability of estimation within 8

o
 of 0

o
 and of ±64

o
 for the trimodal distribution and of 

±32
o
 for the bimodal distribution by the total number of 16

o
 bins. This probability ration prel would be equal to 1 if estima-

tion was equally likely between the most frequently presented directions and other 16
o
 bins. It is possible to investigate 

  
 

Figure 6. Participants’ estimation responses and fitted distribution for trials where no stimulus was presented but they reported detec t-

ing a stimulus of the trimodal condition (a) or of the bimodal condition (b). The vertical grey lines correspond to all the data points (esti-

mation response), pooled across participants. (c) Fitted response distributions for trials where participants’ reported the color of the 

trimodal distribution (red), the color of the bimodal distribution (green), where they did not detect a stimulus (black), and for all trials 

(blue). Data points from either side of the central motion direction have been averaged together. The red and green vertical dotted lines 

corresponds to the most frequently presented motion directions for the trimodal and bimodal distributions (0 o and ±64 o) and (±32 o) re-

spectively. Error bars show 95% confidence intervals. 

(a) (b) 

(c) 
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how quickly these biases developed by calculating the probability ratio for individual participants every 100 trials for both 
sessions (including all responses up to that point) (Supplementary figure 9). For the bimodal condition, the median value 
of prel was significantly larger than 1 at the most frequently presented directions of that distribution (±32

o
) after only 200 

trials of the first session. On the other hand, for the trimodal condition it took approximately 400 and 900 trials for the 
probability ratio to become significantly larger than 1 for the most frequent presented direction of that distribution (0

o
 and 

±64
o
 respectively), suggesting that it may have taken longer to learn the trimodal distribtuion. Also, the probability ratios 

for the most frequently presented directions of the opposite distribution (±32
o
 for the trimodal and 0

o
 and ±64

o
 for the bi-

modal) were never significantly larger than 1. 
These results suggest that color information was used when learning the direction distributions and support the postu-

late that the lack of color specificity found in Experiment 1 was due to a transfer of information between the colors rather 
than an inability for the system to use the color information when present. To better understand these results we applied 
several models to the data. 

Modeling 

In Chalk et al (2010), we used two classes of models to understand how participants’ expectations may be combined 
with the presented stimulus to produce the observed behavior. The first class assumed that participants developed re-
sponse strategies unrelated to perceptual changes, while the second class assumed that participants used a Bayesian strate-
gy in which they combined a learned prior of the stimulus statistics with their sensory evidence in a probabilistic way. 

The models were assessed with the use of a metric called the ‘Bayesian information criterion’ (BIC), which is defined 
as                      , where   is the likelihood of generating the experimental data from the model,   is the 
number of parameters in the model, and   is the number of data points available. The first term quantifies the error be-
tween the data and the model predictions, while the second term penalizes increasing model complexity, and the model 
with the lower value of BIC should be preferred when comparing two models (Schwarz, 1978). The Bayesian model was 
found to exhibit significantly smaller BIC values than all other models, and produced fits for the estimation bias and the 
standard deviation that were at least on par with the first class of models, despite having fewer free parameters. This sug-
gests that a Bayesian strategy was the best description of the participants’ behavior. 

Here, we implemented both the simple Bayesian model and the ‘response strategy’ models, and we again found that 
the Bayesian model was able to fit the data accurately and exhibited significantly better BIC values than the other models 
(Supplementary Figure 5). Next, we evaluated several extended versions of the simple Bayesian model that took into ac-
count the statistical information of the two colored conditions and compared them to the simple model. We will briefly 
describe the Bayesian models before reporting their performances. A more detailed description of the simple Bayesian 
model can be found in (Chalk, Seitz, & Seriès, 2010). 

The simple Bayesian model 

The simple Bayesian model assumed that participants combined their sensory evidence with a learned prior of the 
stimulus directions in a probabilistic manner. Participants were assumed to make noisy observations (θobs) of the stimulus 
motion direction (θ), with a probability pl(θobs|θ) = V(θ,κl) , where V(θ,κl) is a circular normal distribution with width 1/κl. 
The posterior probability that the stimulus is moving in a particular direction θ, using Bayes’ rule, is given by multiplying 
the likelihood function pl(θobs|θ) with the prior probability pprior(θ): 

                                 (1) 

It was hypothesized that participants could not access the ‘true’ prior, pprior(θ), so they learned an approximation of 
this distribution, pexp(θ). This approximation was defined as the sum of two circular normal distributions, each with width 
determined by 1/κexp, and centered on motion directions -θexp and θexp respectively: 

 
        

 

 
                              (2) 

Participants were assumed to make perceptual estimates of motion direction θexp by choosing the mean of the posterior 
distribution:  

 
      

 

 
                           (3) 
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where Z is a normalization constant. Finally, it was hypothesized that there is a certain amount of noise associated with 
moving the mouse to indicate the direction the stimulus is moving, and that the participants make completely random es-
timates in a fraction of trials α. The estimation response θest given the perceptual estimate θperc is then: 

 
              

 

  
                       (4) 

where the magnitude of the motor noise is determined by 1/κm. We assumed that the perceptual uncertainty at the highest 
contrast was close to zero (1/κl ~ 0). So, by substituting θexp = θ and using Equation 4 we fit participants’ estimation distri-
butions at high contrast in order to approximate the width of the motor noise (1/κm) for each participant for all models. 

In total, the free parameters that were fitted to the estimation data for each participant were the center and width of the 
expected distribution (θexp and 1/κexp, respectively), the width of the participants’ sensory likelihood (1/κl), and the fraction 
of trials where they made completely random estimation (α). 

Experiment 1 

Extended models 

In the current experiment, the simple Bayesian model that assumes a single bimodal prior corresponding to the com-
bined distribution of the stimuli is a non-optimal model, as it is blind to stimulus color. We will refer to this model as 
‘1Bimodal’. 

Five different model variations of the simple model were proposed (Table1). The first 2 variations, ‘Uni+Bi’ and 
‘Gaus+Bi’ also assume that participants form a unique prior, used in all trials irrespective of the color of the dots. 
‘Uni+Bi’ assumes that participants learned a linear combination of the two different motion distributions used to construct 
the stimuli, a uniform and a bimodal distribution. These distributions are combined to create the final prior pprior(θ) in the 
following way: 

                                             (5) 

where cpr is a free parameter fitted for each participant, puniform is a uniform distribution identical to the distribution of the 
uniform stimuli (Figure 1b), and pbimodal(θ) is equal to equation 2. The model had a total of 5 free parameters (θexp, κexp, κl, 
α, and cpr). 

Table 1. Names and descriptions of the models proposed to describe the participants’ behavior in Experiment 1 are provided along with 

the number of free parameters required by each model, and example priors. 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 



Journal of Vision (2012) ?, 1-? Gekas, Chalk, Seitz & Seriès 12 

 

The model ‘Gaus+Bi’ assumed that participants developed a Gaussian prior instead of a uniform one, which was of 
the form pgaussian(θ) = V(-θu, κu). This model was inspired by data inspection showing that participants tend to exhibit an 
attraction towards the central direction. This model required two additional free parameters (θu, κu).  

The other 3 variations correspond to the hypothesis that participants may form distinct priors for the 2 color condi-
tions. The data was split between the two color conditions, which were fit separately. The model ‘Split_UniBi’ assumed 
that participants correctly learned a uniform prior for the uniform condition, and a bimodal prior for the bimodal condi-
tion. This model corresponds to the optimal observer model. The model ‘Split_GausBi’ assumed that participants learned 
a Gaussian prior for the uniform condition, and a bimodal prior for the bimodal condition. The form of the Gaussian prior 
was the same as in ‘Gaus+Bi’, so it required two additional free parameters. Finally, the model ‘Split_2Bimodal’ assumed 
that participants learned two different bimodal priors for each condition. This model required two additional free parame-
ters for the center and width of the additional bimodal prior. 

Model evaluation 

All five extended models were implemented and assessed. We compared all extended models with the simple model, 
‘1Bimodal’, that assumed participants only learned the combined, ‘color-blind’, distribution of the motion directions. The 
BIC values obtained for each model were subtracted by the BIC value obtained for the ‘1Bimodal’ model (Figure 7a). The 
results show that all BIC values were significantly greater than that obtained with the ‘1Bimodal’ model (p = 0.006 for 
‘Uni+Bi’, p = 0.001 for ‘Gaus+Bi’, and p < 0.001 for ‘Split_UniBi’, ‘Split_GausBi’, and ‘Split_2Bimodal’, signed rank 
test). The single prior models performed better than the ’Split’ models, and the bimodal prior dominated over the uniform 
and Gaussian priors with averaged cpr values of 0.87 ± 0.14  and 0.8 ± 0.22 respectively. The best performing ‘Uni+Bi’ 
model was still significantly worse than that of the simple ‘1Bimodal’ model. 

Among the ‘Split’ models, the BIC values exhibited by the theoretically optimal ‘Split_UniBi’ model were not signif-

Figure 7. Model comparison. The (a) Bayesian information criterion (BIC) and (b) the Akaike Information Criterion (AIC) values of each 

model subtracted by the AIC and BIC values of the ‘1Bimodal’ model are plotted for each participant (black dots), along with median 

values (red lines), and the 25th and 75th percentiles (blue lines). p-values indicate whether the median was significantly different from 

zero for each model (signed rank test). 

 

  

     

Figure 8. Predicted averaged estimation biases (a) and standard deviations (b) for each model. Predictions for the ‘Split_UniBi’ (green), 

the ‘Split_2Bimodal’ (blue), and the ‘1Bimodal’ models (black) are plotted with the experimental data (red). Results are averaged over 

all participants and error bars represent within-subject standard error. 

(a) (b) 

(a) (b) 
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icantly better than the values of the other ‘Split’ models despite having 2 free parameters less than the other two models 
(Figure 7a). This strongly suggests that participants did not learn a uniform prior for the uniform condition. Moreover, the 
‘Split_2Bimodal’ model exhibited significantly better values than the other two models (p = 0.02 and p = 0.002 compared 
to ‘Split_UniBi’ and ‘Split_GausBi’ respectively), which indicates that participants learned bimodal priors for both the 
uniform and bimodal conditions. However, the values were significantly worse compared to the values of the simple 
‘1Bimodal’ model. 

In addition to the BIC, the models were evaluated with the Akaike Information Criterion (AIC), which is defined 
as                                  , where   is the likelihood of generating the experimental data 
from the model,   is the number of parameters in the model, and   is the number of data points available. The AIC penal-
izes the number of parameters less strongly than the BIC. Even so, the extended models perform worse than the 
‘1Bimodal’ model, non-significantly for the single prior models, and significantly for the ‘Split’ models (Figure 7b). 

While most of the extended models had more free parameters than the ‘1Bimodal’ model, they did not produce signif-
icantly better fits for the participants’ estimation biases and standard deviations (Figure 8a & 8b). The ‘Split_2Bimodal’ 
model had almost identical results to the ‘1Bimodal’ model (p = 0.45, three-way within-subjects ANOVA between motion 
direction, model and subjects), further suggesting that participants did not form two independent priors for the two color 
conditions. Additionally, while the ‘Split_UniBi’ predictions were not significantly different compared to ‘1Bimodal’ 
predictions (p = 0.14, three-way within-subjects ANOVA), they exhibited a larger mean absolute error (3.25

o
 compared to 

1.87
o
 for the ‘1Bimodal’ model, and 1.85

o
 for the ‘Split_2Bimodal’). 

Experiment 2 

The participants’ behavior in Experiment 2 was more difficult to quantify, as the estimation performances varied 
greatly on a participant-by-participant basis. We first assessed whether the data could be described using a simple model 
called ‘Uniform’ that assumed that participants only learned the combined statistics of the stimuli. The prior distribution 
was defined as a ‘uniform’ distribution identical to the combined distribution over both colors, and the model required 
only 2 free parameters (κl and α). The model’s predictions on the estimation biases differed significantly from partici-
pants’ estimation biases with a mean absolute error of 6.02

o 
(Figure 9a), suggesting that participants formed non-uniform 

priors.  
We next implemented models with more complex priors, assuming that the same prior was used for both color condi-

 
 

 

 

 

 

 

Table 2. Names and descriptions of the models proposed to describe the participants’ behavior in Experiment 2 are provided along with 

the number of free parameters required by each model, and example priors. 
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tion (Table 2); In the ‘2Circ’ model the prior is defined as the sum of two pairs of circular normal distributions, and in the 
‘3Circ’ model the prior is defined as the sum of three pairs of circular normal distributions. The former model requires 6 
free parameters (θexp, κexp, θ2exp, κ2exp, κl, and α) and the later 8 (adding θ3exp, κ3exp). The predictions of these models were 
significantly more accurate than the predictions of the ‘Uniform’ model with mean absolute errors of 5.89

o
 and 5.76

o
 re-

spectively (Figure 9a). The prior distributions predicted by the models differed extensively between participants. The 
standard deviation predicted by the models was larger than the experimental results (Figure 9c). However, the qualitative 
trend for the standard deviation to decrease away from the central direction displayed by all models (but the uniform) was 
consistent with the data. 

We next tried models that assumed distinct priors depending on the color condition. The model ‘Split_TriBi’ assumes 
that participants correctly developed a trimodal prior for the trimodal condition and a bimodal prior for the bimodal condi-
tion. The center of the trimodal distribution was fixed at 0

o
, while the other peaks were fit to the data. The ‘Split_TriBi’ 

model requires 6 free parameters (θtri, κtri, θbim, κbim, κl, and α), and corresponds to a model of the optimal observer. The 
models ‘Split_2Circ’ and ‘Split_3Circ’ are similar to 2Circ and 3Circ defined above but now with two distinct priors for 
each condition, requiring 10 and 14 free parameters respectively. As can be expected from the models’ increased com-
plexity, the estimation biases predicted by the ‘Split’ models were closer to the experimental results with mean absolute 
errors of 5.72

o
, 5.66

o
, and 5.67

o
 respectively. The models predict different biases for the two color conditions (Figures 9b1 

& 9b2). The ‘Split_TriBi’ model provides very accurate predictions for both conditions at ±48
o
 and at ±64

o
 but fails at 

±16
o
. This suggests that the participants’ estimation performances were more weakly biased towards the central direction 

for the trimodal condition than expected and that this attractive bias possibly transferred to the bimodal condition. The 
predicted standard deviations of these models did not differ much from those predicted by the single prior models (Figure 
9d). 

Figure 9. (a) Comparison between the predicted averaged estimation biases for the ‘3Circ’ (blue), the ‘2Circ’ (green), and the ‘Uniform’ 

models (black) and the experimental data (red). (b) Predicted averaged estimation biases for the ‘Split_3Circ’ (blue), the ‘Split_2Circ’ 

(green), and the ‘Split_TriBi’ models (black) and experimental data (red) of the trimodal condition (b1) and of the bimodal condition (b2). 

(c) Predicted averaged estimation standard deviations for the ‘3Circ’ (blue), the ‘2Circ’ (green), and the ‘Uniform’ models (black) and the 

experimental data (red). (d) Predicted averaged estimation standard deviations for the ‘Split_3Circ’ (blue), the ‘Split_2Circ’ (green), and 

the ‘Split_TriBi’ models (black) and the experimental data (red). Results are averaged over all participants and error areas show within-

subject standard error. The red and green vertical dotted lines corresponds to the most frequently presented motion directions for the 

trimodal and bimodal distributions (0 o and ±64 o) and (±32 o) respectively. 

   
  

(a) (b1) (b2) 

(c) (d) 
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We computed the AIC and BIC values to evaluate the models’ goodness of fit for the estimation performances. The 
simple ‘Uniform’ model performed significantly worse than all the other models, so we selected the optimal ‘Split_TriBi’ 
model as the reference for comparison. The BIC results (Figure 10a) showed that the ‘2Circ’ model was the only one that 
performed significantly better than the ‘Split_TriBi’ model, whereas the ‘Split_3Circ’ model performed significantly 
worse. In terms of AIC, the ‘Uniform’ model was now significantly worse, while again only the ‘2Circ’ model was signif-
icantly better (Figure 10b). The fact that more complex models provided significantly better results suggests that partici-
pants learned complicated priors even though the combined distribution was uniform. Moreover, it is interesting that 
while, on average, the ‘Split_TriBi’ model was significantly worse than ‘2Circ’, it performed better for one third of the 
participants. This suggests that, for at least some participants, estimation performances were better explained by assuming 
distinct priors for the two color conditions. 

We compared the centers of the circular normal distributions predicted by the models ‘2Circ’, ‘3Circ’, ‘Split_2Circ’, 
and ‘Split_3Circ’ with the most frequently presented directions by measuring the minimum absolute difference between 
the model θexp values and 0

o
, 32

o
, and 64

o
. We found that the θexp values were distributed in a similar way across all mod-

els. We calculated the ratios of θexp values based on their proximity to each direction for each of the 4 models; the percent-
age of θexp values (averaged over all models) which fall closest to one of the most frequent directions (than to the other 
two directions) were 46.4% ± 5.2% for ±64

o
, 37% ± 4.5% for ±32

o
 and 16.6% ± 4.7% for 0

o
. The average minimum abso-

lute difference was 8.45
o
 ± 2.6

o
 from the frequently presented directions (averaged over all models). This suggests that, on 

average, participants do learn a distribution with peaks located around the most frequent directions. However, it seems 
that the representation of the central direction is suppressed, compared to the other directions (±32

o
, and ±64

o
).  

The performance of the ‘2Circ’ model suggests than the results are best explained by a model that assumes a single 
prior. However, the performance of the optimal ‘Split_TriBi’ model indicated that at least 6 participants developed a dis-
tinct prior for each stimulus condition, and even though the differences between these priors are sometimes subtle, the 
best-fitting peaks of the distributions are close to the frequently presented directions of the corresponding conditions. The 
‘Split_TriBi’ model (but not ‘2Circ’) can also qualitatively explain participants’ behavior when there was no stimulus pre-
sented. This suggests that at least some participants may have learned approximations of the ‘true’ priors. 

 Discussion 

The results of Experiment 1 showed that participants quickly developed expectations for the most frequently present-
ed directions over all trials, irrespective of the color of the dots. They exhibited estimation biases towards those directions 
similarly for both the uniform and bimodal color conditions. On trials where no stimulus was presented but participants 
reported seeing a stimulus, they were strongly biased to make estimates in the most frequently presented motion directions 
regardless of the color reported. Participants’ estimation behavior in Experiment 1 was described successfully by a proba-
bilistic model, which assumed that they used a non-optimal Bayesian strategy, which combined their sensory evidence 
with a unique learned prior of the combined stimulus statistics, applied to both color conditions in a probabilistic way. The 
model could accurately predict the participants’ behavior when no stimulus was presented, and performed better than ‘re-
sponse strategy’ models, which assumed that participants developed response strategies unrelated to perceptual changes. 

  
Figure 10. Model comparison. The (a) Bayesian Information Criterion (BIC) and (b) the Akaike Information Criterion (AIC) values of 

each model subtracted by the AIC and BIC values of the ‘Split_TriBi’ model are plotted for each participant (black dots), along with me-

dian values (red lines), and the 25th and 75th percentiles (blue lines). p-values indicate whether the median was significantly different 

from zero for each model (signed rank test). 

 

(a) (b) 
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Several variations of the Bayesian model were proposed that took into account the color information of the stimuli pre-
sented. The models assumed that participants formed a single prior by linearly combining two different distributions or 
that they used two different priors to estimate the motion direction of the two color conditions. While the new models 
provided slightly more accurate fits to the data, they performed significantly worse in terms of the BIC and AIC criteria 
compared to the simple Bayesian model. This suggests that participants developed a single bimodal prior that was used for 
all stimuli independent of color. 

In Experiment 2, participants’ estimation performances on trials where a stimulus was presented were significantly 
different between the two color conditions, but the induced biases were comparably weaker than and not as clear as in 
Experiment 1. Participants’ estimation performances on trials where no stimulus was presented but where participants re-
ported seeing a stimulus, were significantly different depending on the color they reported, and there were indications that 
participants increasingly perceived the most frequently presented directions of the color condition they reported as the 
sessions progressed. Participants’ estimation behavior in Experiment 2 was described effectively by a model that assumed 
that a distinct prior was learned for each color condition. For a number of participants, the model was able to provide sig-
nificantly better fits to the experimental data than a simple model that assumed that participants learned only the com-
bined statistics of the stimuli, and had smaller AIC and BIC, despite having a larger number of free parameters. Moreover, 
the prior distributions predicted by the model for each color condition provided a possible explanation for participants’ 
behavior in trials where no stimulus was presented. 

Optimality 

In general, it is not easy to distinguish between biases that occur at the perceptual or decision-making level (Schneider 
& Komlos, 2008). However, the modeling results in the current work showed that participants combined their expecta-
tions with sensory observations, not by following different strategies on each trial but by using both in a probabilistic way. 
At the end of the second session in both Experiments, we questioned the participants as to whether they had identified 
directions that were presented more frequently and whether they had noticed a difference between the directions of the 
two color conditions. In Experiment 1, the majority (13 out of 18 participants) reported that there were equal number of 
stimuli moving in all directions, and even more participants (15 out of 18) reported that they did not notice any difference 
between the motion directions of the two colored stimuli. In Experiment 2, 12 out of 18 participants thought that there 
were an equal number of stimuli moving in all directions, and 14 out of 18 thought that the red and green dots had the 
same distribution. The participants who reported noticing one or two directions being more frequent (5 out of 18 in Exper-
iment 1 and 6 out of 18 in Experiment 2) were only able to give an approximate estimate of the quadrant of motion direc-
tions. The participants who reported noticing a difference between the two distributions (3 out of 18 in Experiment 1 and 
4 out of 18 in Experiment 2) failed to report the correct frequent directions of each distribution, and their estimation per-
formance was not in accordance with their conscious estimates. 

In both experiments and when stimulus was and was not presented, there is evidence that, on average, the priors used 
by the participants are slightly shifted compared to the stimulus distribution. A similar shift was also present in Chalk et 
al. (2010). That participants would learn only an approximation of the stimulus distribution with slight variability in its 
peaks was not unexpected. However, it is possible that this shift reflects more than inter-individual variability. In this 
case, we can only speculate about its potential origin. A possible explanation is that it would reflect a perceptual repulsion 
from the main reference direction, which in this case is the central direction (Rauber & Treue, 1998), or an apparent repul-
sion between the two modes of the motion distributions (Treue, Hol, & Rauber, 2000).  

The Bayesian model in Chalk et al. (2010) showed that participants behaved similarly to an optimal Bayesian observ-
er. Here, in Experiment 1, participants failed to behave optimally, as they did not incorporate the information provided by 
the color condition to make more accurate estimates of the motion directions of the stimuli. This suboptimal behavior 
could have resulted from either ignoring the color of the dots in the estimation task (since it was not directly relevant to 
this task) and learning only the overall combined distribution of the motion directions, or from learning only the distribu-
tion of the bimodal condition and using it also for the uniform condition. The results of Experiment 1 could not disentan-
gle between these two explanations. Experiment 2, on the contrary, was designed so that those two explanations would 
lead to different predictions. It showed that participants didn’t ignore color information but tried to learn the statistical 
properties of the stimuli for each condition. 

That only one motion distribution was learned in Experiment 1 is intriguing. A possible explanation is that neural 
mechanisms might exist that restrict the formation of multiple priors in order to reduce extensive plasticity in sensory cor-
tex, or that force competition between different sensory adaptations. In Experiment 1, learning of the bimodal prior 
seemed to have dominated over the uniform prior. This might be related to a compromise between plasticity and perfor-
mance cost for the task at hand. Indeed, one can argue that, in Experiment 1, the benefit of learning about the uniform dis-
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tribution is not as large as that of learning about the bimodal distribution or about each of the two distributions in Experi-
ment 2, in terms of the detection task performances. 

Another reason for sub-optimality in these tasks might be found in the classically postulated separation of the motion 
and color pathways in the visual cortex. One may wonder whether there is a single representation of the joint color-motion 
statistics (and if so, where in the brain?), or whether there is a representation of the motion statistics, for e.g. in MT, that 
would be further integrated with color information. The relationship between the neural processing of color and motion 
information has been a debated issue in visual neuroscience. However, there is evidence that chromatic information influ-
ences the responses in MT, and that this cortical area is an important component of the neuronal substrate of color-based 
motion processing (Dobkins and Albright 1998, Thiele, Dobkins & Albright, 2001). It has also been shown that color sig-
nals in MT of the macaque monkey influence behavior in speed judgment tasks (Seidemann, Poirson, Wandell, & New-
some, 1999), and, similarly, that the color sensitivity of motion-selective cortex MT+ in humans follows the color sensi-
tivity of psychophysical observers in making speed judgments (Wandell et al., 1999). 

Attention 

The experimental and modeling results suggested that participants’ estimation performances did not vary depending 
on the color condition in Experiment 1, and only moderately so in Experiment 2. Participants identified the correct color 
in 82% and 79.6% of the trials on average for Experiments 1 and 2 respectively, which indicates that they paid attention to 
the color as well as the motion direction of the stimuli. Additionally, there was no preference for one color condition over 
the other as the errors on color were evenly balanced in both Experiments (51% false green and 49% false red with 13% 
standard deviation in Experiment 1 and 53% false green and 47% false red with 16% standard deviation in Experiment 2). 
While on average there was no color preference, some participants exhibited a tendency towards reporting one color more 
than the other. However, there was no indication that this preference was affecting their estimation behavior (i.e. reporting 
a particular color at a specific direction as a response strategy when uncertain about the stimulus). 

Selective attention towards one color at a time could possibly explain the results in Experiment 2. Participants could 
have attended more to one color for a certain amount of time, and then switched to the other color and so on. This behav-
ior should result in learning being spread between the two color conditions, and in participants forming priors that would 
be a combination of the statistical properties of the two distributions. In order to evaluate this hypothesis, we implemented 
two models that assumed participants developed such priors; a linear combination of the stimuli distributions, i.e. a 
trimodal and a bimodal distribution (Supplementary Figure 8). The weight of each distribution was a free parameter that 
could take any value from 0 to 1. The first model assumed a single prior and the second assumed two distinct priors for 
each color condition. The performances of both models were worse than the optimal Bayesian model in fitting the exper-
imental data and in the AIC and BIC criteria. Moreover, closer examination of the participants’ performances in terms of 
color reported showed that color errors and ‘hallucinations’ were evenly spread over time between the two colors, which 
is inconsistent with the selective attention hypothesis. 

In the original paradigm of Chalk et al., participants were not required to identify any other characteristic of the stimu-
lus than its direction of motion.  Here, the fact that participants were additionally asked to report on stimulus color, can be 
argued to introduce a processing component associated with the ventral stream, while the original task was associated on-
ly with the dorsal stream. This might have affected how attentional processes were deployed, particularly if attention 
serves to combine information from the ventral and dorsal streams (Van Der Velde & De Kamps, 2001).  
This might explain the performance differences we observe with some aspects of the original study. In particular, in Ex-
periment 1, while there was a clear estimation bias towards the frequently presented directions, the detection rates and 
reaction times did not show a marked difference for those directions as found in Chalk et al. On the contrary, in both Ex-
periments, detection rates were higher near the central direction and decreased away from it (Supplementary Figure 4).   

In future work, we plan to further investigate this issue, and its possible impact on learning, by manipulating, instead 
of motion and color, two stimulus dimensions that are both processed in the dorsal stream, such as motion direction and 
speed. 

Neural encoding 

 
A lot of research has been devoted to modeling how visual neurons could encode information about sensory stimuli in 

the form of probability distributions, from the population level (Ma, Beck, Latham, & Pouget, 2006) to a single neuron 
(Deneve, 2008). While many studies have shown that selective attention increases the sensitivity of neurons (Treue & 
Maunsell, 1996; Treue, 2001; Wolfe & Horowitz, 2004), direct evidence for neural encoding of the prior is still scarce 
(Summerfield & Koechlin, 2008). It is unclear whether learned priors are encoded directly by gain changes in sensory 
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neurons as has been observed with attention, and how these changes reach higher cortical areas to affect perceptual behav-
ior. Furthermore, the current study raises the question of whether features that are processed by different cortical pathways 
integrate and affect perceptual biases, and whether multiple priors can be encoded simultaneously from different sensory 
features.  

The experimental results showed that the brain is endowed with mechanisms which adapt efficiently to different sta-
tistical properties of sensory information, and which, given enough time, can learn increasingly complex statistical struc-
tures or close approximations. The two models that best described participants’ behavior in the two Experiments differed 
extensively. However, in theory, there should exist a single unifying model that could explain both behaviors and their 
dependency on the stimulus distributions. The exact form of this model and how it relates to existing theories of how 
probability distributions are encoded in the brain will be a matter of further investigation. 

Conclusions 

We presented human participants with two independent motion distributions differentiated by color and we asked 
whether they will learn the frequently presented directions of each condition and whether knowledge about the statistical 
properties of the two distributions will transfer between conditions. When one distribution was uniform and the other bi-
modal, we found that participants learned the statistics of the combined (bimodal) distribution and used that knowledge in 
both color conditions. When one distribution was bimodal and the other was complimentary of the first one in which the 
peaks are shifted by 32

o
, so that the combined distribution was uniform, we found that participants tried to learn the statis-

tics of each distribution but did not clearly apply that knowledge only to the appropriate condition. 
Our findings suggest that it is possible to learn the joint statistics of the stimuli by using a feature like color as a dis-

tinguishing factor but only under specific conditions. Complexity does not seem to be a limiting factor per se as the stimu-
li of Experiment 2 were more complex than that of Experiment 1. Thus, while it should be harder to learn the statistical 
information in Experiment 2 than in Experiment 1, there is potentially more to gain in regards to detection performances 
by learning the statistical information of the more complex stimuli. Further work will be needed to clarify whether more 
sessions would facilitate learning and whether the transfer of statistical information between conditions in both experi-
ments would decrease with more training, and more importantly, to identify the neural locus and mechanisms of such 
learning.  
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