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Fig. 2.15 (a) F(u) bandlimited so that F{u) = 0 for |u| > 1/2xy. (b) F(u) not band-
limited as in (a). (c) reconstructed transform.

the image, or can be incorporated with such blurring (by integrating the image in-
tensity over a finite area for each sample). Image blurring can bury irrelevant de-
tails, reduce certain forms of noise, and also reduce the effects of aliasing.

2.3 IMAGING DEVICES FOR COMPUTER VISION

There is a vast array of methods for obtaining a digital image in a computer. In this
section we have in mind only “‘traditional’’ images produced by various forms of
radiation impinging on a sensor after having been affected by physical objects.
Many sensors are best modeled as an arnalog device whose response must be
digitized for computer representation. The types of imaging devices possible are
limited only by the technical ingenuity of their developers; attempting a definitive
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Fig. 2.16 Imaging devices (boxes), information structures (rectangles), and processes (circles).

taxonomy is probably unwise. Figure 2.16 is a flowchart of devices, information

structures, and processes addressed in this and succeeding sections.

When the image already exists in some form, or physical considerations limit
choice of imaging technology, the choice of digitizing technology may still be open.
Most images are carried on a permanent medium, such as film, or at least are avail-
able in (essentially) analog form to a digitizing device. Generally, the relevant
technical characteristics of imaging or digitizing devices should be foremost in
mind when a technique is being selected. Such considerations as the signal-to-
noise ratio of the device, its resolution, the speed at which it works, and its ex-
pense are important issues.

Imaging Devices for Computer Vision
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2.3.1 Photographic Imaging

The camera is the most familiar producer of optical images on a permanent
medium. We shall not address here the multitudes of still- and movie-camera op-
tions; rather, we briefly treat the characteristics of the photographic film and of the
digitizing devices that convert the image to machine-readable form. More on these
topics is well presented in the References.

Photographic (black-and-white) film consists of an emulsion of silver halide
crystals on a film base. (Several other layers are identifiable, but are not essential to
an understanding of the relevant properties of film.) Upon exposure to light, the
silver halide crystals form development centers, which are small grains of metallic
silver. The photographic development process extends the formation of metallic
silver to the entire silver halide crystal, which thus becomes a binary (*‘light” or
“no light’’) detector. Subsequent processing removes undeveloped silver halide.
The resulting film regative is dark where many crystals were developed and light
where few were. The resolution of the film is determined by the grain size, which
depends on the original halide crystals and on development techniques. Gen-
erally, the faster the film (the less light needed to expose it), the coarser the grain.
Film exists that is sensitive to infrared radiation; x-ray film typically has two emul-
sion layers, giving it more gray-level range than that of normal film.

A repetition of the negative-forming process is used to obtain a photographic
print. The negative is projected onto photographic paper, which responds roughly
in the same way as the negative. Most photographic print paper cannot capture in
one print the range of densities that can be present in a negative. Positive films do
exist that do not require printing; the most common example is color slide film.

The response of film to light is not completely linear. The photographic den-
sity obtained by a negative is defined as the logarithm (base 10) of the ratio of in-
cident light to transmitted light.

1;
The exposure of a negative dictates (approximately) its response. Exposure is
defined as the energy per unit area that exposed the film (in its sensitive spectral
range). Thus exposure is the product of the intensity and the time of exposure. This
mathematical model of the behavior of the photographic exposure process is
correct for a wide operating range of the film, but reciprocity failure effects in the
film keep one from being able always to trade light level for exposure time. At very
low light levels, longer exposure times are needed than are predicted by the prod-
uct rule.

The response of film to light is usually plotted in an “H&D curve’” (named
for Hurter and Driffield), which plots density versus exposure. The H&D curve of
film displays many of its important characteristics. Figure 2.17 exhibits a typical
H&D curve for a black and white film.

The toe of the curve is the lower region of low slope. It expresses reciprocity
failure and the fact that the film has a certain bias, or fog response, which dom-
inates its behavior at the lowest exposure levels. As one would expect, there is an
upper limit to the density of the film, attained when a maximum number of silver

D= loglo
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halide crystals are rendered developable. Increasing exposure beyond this max-
imum level has little effect, accounting for the shoulder in the H&D curve, or its
flattened upper end.

In between the toe and shoulder, there is typically a linear operating region of
the curve. High-contrast films are those with high slope (traditionally called
gamma);, they respond dramatically to small changes in exposure. A high-contrast
film may have a gamma between about 1.5 and 10. Films with gammas of approxi-
mately 10 are used in graphics arts to copy line drawings. General-purpose films

have gammas of about 0.5 to 1.0.
The resolution of a general film is about 40 lines/mm, which means that a

1400 x 1400 image may be digitized from a 35mm slide. At any greater sampling
frequency, the individual film grains will occupy more than a pixel, and the resolu-
tion will thus be grain-limited.

Image Digitizers (Scanners)

Accuracy and speed are the main considerations in converting an image on
film into digital form. Accuracy has two aspects: spatial resolution, loosely the level
of image spatial detail to which the digitizer can respond, and gray-level resolution,
defined generally as the range of densities or reflectances to which the digitizer
responds and how finely it divides the range. Speed is also important because usu-
ally many data are involved; images of 1 million samples are commonplace.

Digitizers broadly take two forms: mechanical and “flying spot.”” In a
mechanical digitizer, the film and a sensing assembly are mechanically transported
past one another while readings are made. In a flying-spot digitizer, the film and
sensor are static. What moves is the “flying spot,”” which is a point of light on the
face of a cathode-ray tube, or a laser beam directed by mirrors. In all digitizers a
very narrow beam of light is directed through the film or onto the print at a known
coordinate point. The light transmittance or reflectance is measured, transformed
from analog to digital form, and made available to the computer through interfac-
ing electronics. The location on the medium where density is being measured may
also be transmitted with each reading, but it is usually determined by relative offset
from positions transmitted less frequently. For example, a ‘‘new scan line’’ im-
pulse is transmitted for TV output; the position along the current scan line yields
an x position, and the number of scan lines yields a y position.

Imaging Devices for Computer Vision 45



46

The mechanical scanners are mostly of two types, flat-bed and drum. In a flat-
bed digitizer, the film is laid flat on a surface over which the light source and the
sensor (usually a very accurate photoelectric cell) are transported in a raster
fashion. In a drum digitizer, the film is fastened to a circular drum which revolves
as the sensor and light source are transported down the drum parallel to its axis of
rotation.

Color mechanical digitizers also exist; they work by using colored filters,
effectively extracting in three scans three ‘‘color overlays’” which when superim-
posed would yield the original color image. Extracting some ‘‘composite’” color
signal with one reading presents technical problems and would be difficult to do as
accurately.

Satellite Imagery

LANDSAT and ERTS (Earth Resources Technology Satellites) have similar
scanners which produce images of 2340 x 3380 7-bit pixels in four spectral bands,
covering an area of 100 x 100 nautical miles. The scanner is mechanical, scanning
six horizontal scan lines at a time; the rotation of the earth accounts for the
advancement of the scan in the vertical direction.

A set of four images is shown in Fig. 2.18. The four spectral bands are num-
bered 4, 5, 6, and 7. Band 4 [0.5 to 0.6 um (green)] accentuates sediment-laden
water and shallow water, band 5 [0.6 to 0.7 wm (red)] emphasizes cultural features
such as roads and cities, band 6 [0.7 to 0.8 wm (near infrared)] emphasizes vegeta-
tion and accentuates the contrast between land and water, band 7 [0.8 to 1.1 um
(near infrared)] is like band 6 except that it is better at penetrating atmospheric
haze.

The LANDSAT images are available at nominal cost from the U.S. govern-
ment (The EROS Data Center, Sioux Falls, South Dakota 57198). They are fur-
nished on tape, and cover the entire surface of the earth (often the buyer has a
choice of the amount of cloud cover). These images form a huge data base of mul-
tispectral imagery, useful for land-use and geological studies; they furnish some-
thing of an image analysis challenge, since one satellite can produce some 6 billion
bits of image data per day.

Television Imaging

Television cameras are appealing devices for computer vision applications for
several reasons. For one thing, the image is immediate; the camera can show
events as they happen. For another, the image is already in electrical, if not digital
form. “Television camera’ is basically a nontechnical term, because many
different technologies produce video signals conforming to the standards set by the
FCC and NTSC. Cameras exist with a wide variety of technical specifications.

Usually, TV cameras have associated electronics which scan an entire ‘“pic-
ture’’ at a time. This operation is closely related to broadcast and receiver stand-
ards, and is more oriented to human viewing than to computer vision. An entire
image (of some 525 scan lines in the United States) is called a frame, and consists
of two fields, each made up of alternate scan lines from the frame. These fields are
generated and transmitted sequentially by the camera electronics. The transmitted
image is thus interlaced, with all odd-numbered scan lines being ‘‘painted’’ on the
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Fig. 2.18 The straits of Juan de Fuca as seen by the LANDSAT multispectral scanner. (a)
Band 4; (b) band 5; (c) band 6; (d) band 7.

screen alternating with all even-numbered scan lines. In the United States, each
field takes ko sec to scan, so a whole frame is scanned every }3 sec. The interlacing
is largely to prevent flickering of the image, which would become noticeable if the
frame were painted from top to bottom only once in /30 sec. These automatic scan-
ning electronics may be replaced or overridden in many cameras, allowing ‘‘ran-
dom access’ to the image. In some technologies, such as the image dissector, the
longer the signal is collected from any location, the better the signal-to-noise per-
formance.

There are a number of different systems used to generate television images.
We discuss five main methods below.

Image orthicon tube. This is one of the two main methods in use today (in
addition to the vidicon). It offers very stable performance at all incident light levels
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and is widely used in commercial television. It is a storage-type tube, since it
depends on the neutralization of positive charges by a scanning electron beam.

The image orthicon (Fig. 2.19) is divided into an imaging and readout sec-
tion. In the imaging section, light from the scene is focused onto a semitransparent
photocathode. This photocathode operates the same way as the cathode in a photo-
tube. It emits electrons which are magnetically focused by a coil and are
accelerated toward a positively charged target. The target is a thin glass disk with a
fine-wire-mesh screen facing the photocathode. When electrons strike it, secon-
dary emission from the glass takes place. As electrons are emitted from the photo-
cathode side of the disk, positive charges build up on the scanning side. These
charges correspond to the pattern of light intensity in the scene being viewed.

In the readout section, the back of the target is scanned by a low velocity elec-
tron beam from an electron gun at the rear of the tube. Electrons in this beam are
absorbed by the target in varying amounts, depending on the charge on the target.
The image is represented by the amplitude-modulated intensity of the returned
beam.

Vidicon tube. The vidicon is smaller, lighter, and more rugged than the
image orthicon, making it ideal for portable use. Here the target (the inner surface
of the face plate) is coated with a transparent conducting film which forms a video
signal electrode (Fig. 2.20). A thin photosensitive layer is deposited on the film,
consisting of a large number of tiny resistive globules whose resistance decreases
on illumination. This layer is scanned in raster fashion by a low velocity electron
beam from the electron gun at the rear of the tube. The beam deposits electrons on
the layer, thus reducing its surface potential. The two surfaces of the target essen-
tially form a capacitor, and the scanning action of the beam produces a capacitive
current at the video signal electrode which represents the video signal.

The plumbicon is essentially a vidicon with a lead oxide photosensitive layer.
It offers the following advantages over the vidicon: higher sensitivity, lower dark
current, and negligible persistence or lag.
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Fig. 2.20 The vidicon.

Iconoscope tube. The iconoscope is now largely of historical interest. In it,
an electron beam scans a target consisting of a thin mica sheet or mosaic coated
with a photosensitive layer. In contrast to the vidicon and orthicon, the electron
beam and the light both strike the same side of the target surface. The back of the
mosaic is covered with a conductive film connected to an output load. The arrange-
ment is equivalent to a matrix of small capacitors which discharge through a com-
mon lead.

Image dissector tube. The image dissector tube operates on instantaneous
scanning rather than by neutralizing positive charges. Light from the scene is
focused on a cathode coated with a photosensitive layer (Fig. 2.21). The cathode
emits electrons in proportion to the amount of light striking it. These electrons are
accelerated toward a target by the anode. The target is an electron multiplier
covered by a small aperture which allows only a small part of the ‘‘electron image”’
emitted by the cathode to reach the target. The electron image is focused by a
focusing coil that produces an axial magnetic field. The deflection coils then scan
the electron image past the target aperture, where the electron multiplier produces
a varying voltage representing the video signal. The image is thus ‘‘dissected’’ as it
is scanned past the target, in an electronic version of a flat-bed digitizing process.

Charge transfer devices. A more recent development in image formation
is that of solid-state image sensors, known as charge transfer devices (CTDs).
There are two main classes of CTDs: charge-coupled devices (CCDs) and charge-
injection devices (CIDs).

CCDs resemble MOSFETs (metal-oxide semiconductor field-effect transis-
tor) in that they contain a ‘‘source’ region and a ‘‘drain’’ region coupled by a
depletion-region channel (Fig. 2.22). For imaging purposes, they can be con-
sidered as a monolithic array of closely spaced MOS capacitors forming a shift
register (Fig. 2.23). Charges in the depletion region are transferred to the output
by applying a series of clocking pulses to a row of electrodes between the source
and the drain.

Photons incident on the semiconductor generate a series of charges on the
CCD array. They are transferred to an output register either directly one line at a
time (line transfer) or via a temporary storage area (frame transfer). The storage
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area is needed in frame transfer because the CCD array is scanned more rapidly
than the output can be directly accommodated.

Charge injection devices (CIDs) resemble CCDs except that during sensing
the charge is confined to the image site where it was generated (Fig. 2.24). The
charges are read using an X-Y addressing technique similar to that used in com-
puter memories. Basically, the stored charge is ‘‘injected’’ into the substrate and
the resulting displacement current is detected to create the video signal.

CTD technology offers a number of advantages over conventional-tube-type
cameras: light weight, small size, low power consumption, resistance to burn-in,
low blooming, low dark current, high sensitivity, wide spectral and dynamic range,
and lack of persistence. CIDs have the further advantages over CCDs of tolerance
to processing defects, simple mechanization, avoidance of charge transfer losses,
and minimized blooming. CTD cameras are now available commercially.

Analog-to-Digital Conversion

With current technology, the representation of an image as an analog electri-
cal waveform is usually an unavoidable precursor to further processing. Thus the
operation of deriving a digital representation of an analog voltage is basic to com-
puter vision input devices.

Fig. 2.22 Charge coupled device.
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The function of an analog-to-digital (A/D) converter is to take as input a vol-
tage such as a video signal and to produce as output a representation of the voltage
in digital memory, suitable for reading by an interface to a digital computer. The
quality of an A/D converter is measured by its temporal resolution (the speed at
which it can perform conversions) and the accuracy of its digital output. Analog-
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Fig. 2.24 A CID array.
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to-digital converters are being produced as integrated circuit chips, but high-
quality models are still expensive. The output precision is usually in the 8- to 12-bit
range.

It is quite possible to digitize an entire frame of a TV camera (i.e., approxi-
mately 525 scan lines by 300 or so samples along a scan line) in a single frame time
(1/30 sec in the United States). Several commercial systems can provide such fast
digitization into a ‘‘frame buffer’” memory, along with raster graphics display capa-
bilities from the same frame buffer, and ‘‘video rate processing”’ of the digital data.
The latter term refers to any of various low-level operations (such as averaging,
convolution with small templates, image subtraction) which may be performed as
fast as the images are acquired.

One inexpensive alternative to digitizing entire TV frames at once is to use an
interface that acquires the TV signal for a particular point when the scan passes the
requested location. With efficient programming, this point-by-point digitization
can acquire an entire frame in a few seconds.

2.3.2 Sensing Range

The third dimension may be derived from binocular images by triangulation, as we
saw earlier, or inferred from single monocular visual input by a variety of ““depth
cues,”’ such as size and occlusion. Specialized technology exists to acquire ‘‘depth
images’’ directly and reliably. Here we outline two such techniques: “‘light strip-
ing,”” which is based on triangulation, and ‘‘spot ranging,’”’ which is based on
different principles.

Light Striping

Light striping is a particularly simple case of the use of structured light [Will
and Pennington 1971]. The basic idea is to use geometric information in the illumi-
nation to help extract geometric information from the scene. The spatial frequen-
cies and angles of bars of light falling on a scene may be clustered to find faces; ran-
domly structured light may allow blank, featureless surfaces to be matched in
stereo views; and so forth.

Many researchers [Popplestone et al. 1975; Agin 1972; Sugihara 1977] have
used striping to derive three dimensions. In light striping, a single plane of light is
projected onto a scene, which causes a stripe of light to appear on the scene (Fig.
2.25). Only the part of the scene illuminated by the plane is sensed by the vision
system. This restricts the ‘‘image’’ to be an essentially one-dimensional entity, and
simplifies matching corresponding points. The plane itself has a known position
(equation in world coordinates), determinable by any number of methods involv-
ing either the measurement of the projecting device or the measurement of the
final resulting plane of light. Every image point determines a single ‘‘line of sight™’
in three-space upon which the world point that produces the image point must lie.
This line is determined by the focal point of the imaging system and the image
point upon which the world point projects. In a light-striping system, any point
that is sensed in the image is also guaranteed to lie on the light plane in three-
space. But the light plane and the line of sight intersect in just one point (as long as
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Fig. 2.25 Light striping. (a) A typical arrangement; (b) raw data; (c) data segmented into
strips; (d) strips segmented into two surfaces.

the camera’s focal point is not in the light plane). Thus by computation of the in-
tersection of the line of sight with the plane of light, we derive the three-
dimensional point that corresponds to any image point visible as part of a stripe.

The plane of light may result from a laser or from the projection of a slit. Only
the light stripe should be visible to the imaging device; unless a laser is used, this
implies a darkened room. If a camera is fitted with the proper filter, a laser-based
system can be operated in normal light. Another advantage of the laser is that it can
be focused into a narrower plane than can a slit image.

The only points whose three-dimensional coordinates can be computed are
those that can be ‘‘seen’’ by both the light-stripe source and the camera at once.
Since there must be a nonzero baseline if triangulation is to derive three-
dimensional information, the camera cannot be too close to the projector, and thus
concavities in the scene are potential trouble spots, since both the striper and the

Imaging Devices for Computer Vision 53

(b}

(d)



54

camera may not be able to “‘see’’ into them. Surfaces in the scene that are nearly
parallel with the light plane will have a relatively small number of stripes projected
onto them by any uniform stripe placement strategy. This problem is ameliorated
by striping with two sets of parallel planes at right angles to each other [Agin 1972].
A major advantage of light striping over spot ranging is that (barring shadows) its
continuity and discontinuity indicate similar conditions on the surface. It is easy to
“‘segment’’ stripe images (Part II): Stripes falling on the same surface may easily
be gathered together. This set of related stripes may be used in a number of ways to
derive further information on the characteristics of the surface (Fig. 2.25b).

Spot Ranging

Civil engineers have used laser-based ‘‘spot range finders”’ for some time. In
laboratory-size environments, they are a relatively new development. There are
two basic techniques. First, one can emit a very sharp pulse and time its return
(““lidar,” the light equivalent of radar). This requires a sophisticated laser and
electronics, since light moves 1 ft every billionth of a second, approximately. The
second technique is to modulate the laser light in amplitude and upon its return
compare the phase of the returning light with that of the modulator. The phase
differences are related to the distance traveled [Nitzan et al. 1977]. A representa-
tive image is shown in Fig. 2.26.

Both these techniques produce results that are accurate to within about 1% of
the range. Both of them allow the laser to be placed close to a camera, and thus
“intensity maps’’ (images) and range maps may be produced from single
viewpoints. The laser beam can easily poke into holes, and the return beam may be
sensed close to the emitted one, so concavities do not present a serious problem.
Since the laser beam is attenuated by absorption, it can yield intensity information
as well. If the laser produces light of several wavelengths, it is possible to use filters
and obtain multispectral reflectance information as well as depth information from
the same device [Garvey 1976; Nitzan et al. 1977].

The usual mode of use of a spot ranging device is to produce a range map that
corresponds to an intensity map. This has its advantages in that the correspon-
dence may be close. The structural properties of light stripes are lost: It can be hard
to “‘segment’’ the image into surfaces (to tell which ‘‘range pixels’’ are associated
with the same surface). Range maps are amenable to the same sorts of segmenta-
tion techniques that are used for intensity images: Hough techniques, region grow-
ing, or differentiation-based methods of edge finding (Part II).

Ultrasonic Ranging

Just as light can be pulsed to determine range, so can sound and ultrasound
(frequencies much higher than the audible range). Ultrasound has been used ex-
tensively in medicine to produce images of human organs (e.g., [Waag and
Gramiak 1976]). The time between the transmitted and received signal determines
range; the sound signal travels much slower than light, making the problem of tim-
ing the returning signal rather easier than it is in pulsed laser devices. However,
the signal is severely attenuated as it travels through biological tissue, so that the
detection apparatus must be very sensitive.
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Fig. 2.26 Intensity and range images. (a) A (synthesized) intensity image of a
street scene with potholes. The roofs all have the same intensity, which is different
from the walls; (b) a corresponding range image. The wall and roof of each house
have similar ranges, but the ranges differ from house to house.

One basic difference between sound and visible light ranging is that a light
beam is usually reflected off just one surface, but that a sound beam is generally
partially transmitted and partially reflected by ‘‘surfaces.” The returning sound
pulse has structure determined by the discontinuities in impedence to sound found
in the medium through which it has passed. Roughly, a light beam returns infor-
mation about a spot, whereas a sound beam can return information about the
medium in the entire column of material. Thus, although sound itself travels rela-
tively slowly, the data rate implicit in the returning structured sound pulse is quite
high. Figure 2.27 shows an image made using the range data from ultrasound. The
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Fig. 2.27 Image made from
ultrasound ranging.

sound pulses emanate from the top of the image and proceed toward the bottom,
being partially reflected and transmitted along the way. In the figure, it is as if we
were looking perpendicular to the beams, which are being displayed as brighter
where strong reflectance is taking place. A single ““scan line’” of sound thus pro-
duces an image of an entire planar slice of medium.

2.3.3 Reconstruction Imaging

Two-dimensional reconstruction has been the focus of much research attention
because of its important medical applications. High-quality images such as that
shown in Fig. 1.2b can be formed by multiple images of x-ray projection data. This
section contains the principles behind the most important reconstruction algo-
rithms. These techniques are discussed in more detail with an expanded list of
references in [Gordon and Herman 1974]. For a view of the many applications of
two-dimensional reconstruction other than transmission scanning, the reader is re-
ferred to [Gordon et al. 1975].

Figure 2.28 shows the basic geometry to collect one-dimensional projections
of two-dimensional data. (Most systems construct the image in a plane and repeat
this technique for other planes; there are few true three-dimensional reconstruc-
tion systems that use planes of projection data simultaneously to construct
volumes.)

In many applications sensors can measure the one-dimensional projection of
two-dimensional image data. The projection g (x’) of an ideal image f(x, y) in the
direction @ is given by ff(x’, ») dy’where x' = Ryx. If enough different projec-
tions are obtained, a good approximation to the image can be obtained with two-
dimensional reconstruction techniques.

From Fig. 2.28, with the source at the first position along line 44, we can ob-
tain the first projection datum from the detector at the first position along BB". The
line AB is termed a ray and the measurement at B a ray sum. Moving the source
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Fig. 2.28 Projection geometry.

and detector along lines 44" and BB’in synchrony allows us to obtain the entire
data for projection 1. Now the lines 44’ and BB’ are rotated by a small angle 4@
about 0 and the process is repeated. In the original x-ray systems 46 was 1° of an-
gle, and 180 projections were taken. Each projection comprised 160 transmission
measurements. The reconstruction problem is simply this: Given the projection
datag,(x'), k=0, ..., N — 1, construct the original image f(x).

Systems in use today use a fan beam rather than the parallel rays shown.
However, the mathematics is simpler for parallel rays and illustrates the funda-
mental ideas. We describe three related techniques: summation, Fourier interpola-
tion, and convolution.

The Summation Method
The summation method is simple: Distribute every ray sum g, (x") over the
image cells along the ray. Where there are N cells along a ray, each such cell is in-

cremented by %g (x). This step is termed back projection. Repeating this process

for every ray results in an approximate version of the original [DeRosier 1971].
This technique is equivalent (within a scale factor) to blurring the image, or con-
volving it with a certain point-spread function. In the continuous case of infinitely
many projections, this function is simply the radically symmetric 4 (r) = 1/r.
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Fig. 2.29 Basis of Fourier techniques. (a) Projection axis x'; (b) corresponding
axis in Fourier Space.

Fourier Algorithms

If a projection is Fourier-transformed, it defines a line through the origin in
frequency space (Fig. 2.29). To show this formally, consider the expression for the
two-dimensional transform

F(u) = fff(x, y)exp [j2m (ux + wy)l dx dy (2.47)
Now consider y = 0 (projection onto the xaxis): x’' = xand
gox) = ff(x, y) dy (2.48)
The Fourier transform of this equation is
Flgox)] = ff [F(x, y) dylexpi2mux dx (2.49)

- fff(x, y) expj2mux dy dx
which, by comparison with (2.47), is
Slgo(x)] = F(u,0) (2.50)

Generalizing to any 0, the transform of an arbitrary g (x’) defines a line in the
Fourier space representation of the cross section. Where S, (w) is the cross section
of the Fourier transform along this line,

S (@) = F(ucos@, usind) (2.51)
= fgk (x") exp [—j2mu (x)]dx’

Thus one way of reconstructing the original image is to use the Fourier transform
of the projections to define points in the transform of f(x), interpolate the
undefined points of the transform from the known points, and finally take the in-
verse transform to obtain the reconstructed image.

Ch. 2 Image Formation
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Fig. 2.30 Convolution method.

This technique can be applied with transforms other than the Fourier
transform, and such methods are discussed in [DeRosier 1971; Crowther and Klug
1971].

The Convolution Method

The convolution method is the natural extension of the summation method.
Since the summation method produces an image degraded from its convolution
with some function A, one can remove the degradation by a ‘‘deconvolution.”’ The
straightforward way to accomplish this is to Fourier-transform the degraded image,
multiply the result by an estimate of the transformed #~' , and inverse-Fourier-
transform the result. However, since all the operations are linear, a faster approach
is to deconvolve the projections before performing the back projection. To show
this formally, we use the inverse transform

fx) = ff F(u, v)exp [j2m (ux + vy)ldu dv (2.52)

Changing to cylindrical coordinates (w, 6) yields
flx) = ff Fo(w)exp [j2mo(x cos® + ysin 0)]|w|dw d8 (2.53)

Since x'= xcosé + y sin#f, rewrite Eq. (2.53) as
& = [T UF (@) Hw))do (2.54)

Since the image is bandlimited at some interval (—w,,, »,,) one can define H (w)
arbitrarily outside of this interval. Therefore, H (w) can be defined as a constant
minus a triangular peak as shown in Fig. 2.30. Finally, the operation inside the in-
tegral in Eq. (2.54) is a convolution. Using the transforms shown in Fig. 2.30,

700 = [1/,6) = o) usinc(@,,x)] d6 (2.55)

Owing to its speed and the fact that the deconvolutions can be performed
while the data are being acquired, the convolution method is the method employed
in the majority of systems.

EXERCISES

2.1 In a binocular animal vision system, assume a focal length fof an eye of 50 mm and a
separation distance d of 5 cm. Make a plot of Ax vs. —z using Eq. (2.9). If the resolu-
tion of each eye is on the order of 50 line pairs/mm, what is the useful range of the bi-
nocular system?
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2.2 Inan opponent-process color vision system, assume that the following relations hold:

2.3

2.4

2.5

2.6

2.7
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R-G

Yellow

For example, if the (R—G, B —Y, W—Bk) components of the opponent-process sys-
tem are (0.5, 3, 4), the perceived color will be blue.
Work out the perceived colors for the following (R,G,B) measurements:

(@) - (0:2,0.3,04): -(b):: 0:2,03;0) * “(f " (7,4,1)

Develop an indexing scheme for a hexagonal array and define a Euclidean distance
measure between points in the array.

Assume that a one-dimensional image has the following form:
Fx) = cosQmuyx)

and is sampled with u, = u,. Using the graphical method of Section 2.2.6, find an ex-
pression for f(x) as given by Eq. (2.49). Is this expression equal to the original im-
age? Explain.

A certain image has the following Fourier transform:

0 nonzero inside a hexagonal domain
Fw =1y otherwise

(a) What are the smallest values for v and v so that F(u) can be reconstructed
from F.(u)?

(b) Suppose now that rectangular sampling is not used but that now the u and v
directions subtend an angle of 7/3. Does this change your answer as to the
smallest ¥ and v? Explain.

Extend the binocular imaging model of Fig. 2.3 to include convergence: Let the two
imaging systems pivot in the y = 0 plane about the viewpoint. Let the system have a
baseline of 24 and be converged at some angle @ such that a point (x, y, z) appears at
the origin of each image plane.

(a) Solve for zin terms of rand 6.
(b) Solve for zin this situation for points with nonzero disparity.
Compute the convolution of two Rect functions, where

1 0<x<l1
Rect(x) = 0 otherwise

Show the steps in your calculations.

Ch. 2 Image Formation



2.8

b for|x| < a
Rectlx) =10 otherwise

(a) WhatisRect(x) «3(x—a)?
(b) What is the Fourier transform of f(x) where f(x) = Rect(x+c) +
Rect(x—c) and ¢ > a?

2.9 A digitizer has a sampling interval of Ax = Ay = A. Which of the following images
can be represented unambiguously by their samples? (Assume that effects of a finite
image domain can be neglected.)

(@ (sin(rx/A))/ (wx/A)
(b) cos(w/x/2A)cos3mx/4A)
(c¢) Rect(x) (see Problem 2.8)

(d) e
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