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1 Project Objectives for Year 1

The main objectives of project year 1 were:

To get the data capture and storage process working on ardgasis.

To develop the fish detection and tracking basic algorithalttgugh enhancements are
expected).

To acquire initial data and ground truth for the fish recagnit

To design the content for the database and some plausiblgsts for its distributed
storage.

To construct the system architecture for the data procgssid delivery.

To identify the questions that marine biologists would ltkeaddress with this sort of
data.

To design an interface that would enable the marine bidleggsask the questions.

To design the ontological structures that support the médion analysis and query an-
swering.

To design the bulk data processing workflow, and a softwastesy architecture that
enables it.

We have achieved all of these, as can be seen in the workpadetajls below.

2 Work Progress and Achievements during the Period

2.1

WP 1: Video Data Analysis

The aim of workpackage WP1 is fish/marine animal detectiacking and recognition and
clustering of unrecognised fish. WP1 provides the basic eceléor higher-level analysis: be-
haviour understanding, event detection, populationstiesi generation, workflow composition
and more in general, it is the basis of all the answers to then@fine biologist questions.
WP1 involves four main tasks: 1) fish detection; 2) fish tragkB®) fish description and 4) fish
recognition and clustering. However, the specific applcatinderwater context makes these
tasks very challenging: underwater video capture comstithie quality of the video (because of
the technical difficulties in the underwater environmerd anlinking the cameras to mainland
servers) and the targets themselves (i.e. fish) have moreeategf freedom in motion than, for
example, people or vehicles in urban environments.
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2.1.1 T1.1 - Fish detection

To deal with the various environmental difficulties foundunderwater videos (such as light
changes, murky water, waving plants), four fish detectigo@ihms have been implemented
and tested for dealing with the presence of periodic andimattal backgrounds, illumination
variations and arbitrary changes in the observed scenewéieknown Gaussian mixture
model; a mixture model variant based on Poisson distribgtian approach based on intrin-
sic images to deal with illumination changes; a frequeneyetnposition technique to handle
periodic movements of background elements, such as plafkese algorithms rely on a
background-modelling approach, which consists in estilgat “background image” (i.e. how
the scene looks like without fish) and comparing each new dréamthis model, in order to
detect pixels which deviate from it and which are marked asgimund. Of course, since the
environmental conditions are likely to change with time,d®aloupdate strategies have been
implemented to keep the background description up-to adtethe current scene.

The reason for implementing and testing several detectgorithms is to assess the suitability
of each of them to the different scene conditions in orderdwiple the higher processing levels
(e.g. the workflow composition level) with different altatives to use for answering user
queries. The detection performance has been improved bygddoost-processing filtering
stage, in which objects are selected according to a conderel describing how sure we are
that a detected blob is a fish. The computing of this scoressdan the analysis of the colour
and motion vector in the proximity of an object’s contour ¢teeck whether there is a marked
difference between object and background) and inside tjeebitself (to check for uniformity
of motion and colour). A few examples of detection scoressamvn in Fig. 1. The inclusion
of SIFT key points, extracted from fish clusters, into the patmg of the detection confidence
level is under investigation so as to reduce the number séfabsitives.

Although such methods have demonstrated good performamisecting fish, especially when
combined with the post-processing filtering stage (on aesra detection rate of 80% and a
false alarm rate of 10% against high quality hand-labelledigd truth), they still present some
drawbacks mainly due to the multimodality of the backgrothrat cannot be modelled using a
specific probability density function, as deviations frdme assumed model are ubiquitous. For
this reason we are now implementing an approach that doesphédr a particular form of the
probability distribution functionidf), where each background pixel is modelled by a mixture
of arbitrarypdf, whose distribution is identified while new pixel values epp and by a set of
samples of values rather than with an explicit pixel model.

One crucial aspect of the fish detection task is the qualith@®xtracted contours, and the
ways how to enhance such contours. The quality of the ertlacbntours was estimated by
calculating the number of pixel-wise true positives (ps@brrectly detected as belonging to the
fish), false positives (background pixels detected as pérembject) and false negatives (object
pixels mistaken for background) for each fish correctly tdeul by a detection algorithm.
The average pixel detection rate (PDR) was about 90% whehneaaverage pixel false alarm
rate (PFAR) was about 18%. The enhancement of fish contouitygbals been carried out
by applying image segmentation, which is a quite challegdask in the environments we
are dealing with. We tested common approaches based omrggiwing, watershed and
unsupervised k-means achieving promising results whem ¢ogtrast fish/background occurs
(see an example in Fig. 2), while they fail in cases with lowtcast (an example in Fig. 3).
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(c) Detection Score: 0.75 (d) Detection Score: 0.89

Figure 1: Examples of achieved detection scores.
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Figure 2: a) Original Image with high contrast fish/backgrdub) Output of the detection task
enhanced with segmentation carried out with the simpleoregrowing algorithm.

(b)

. ™
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Figure 3: a) Original Image with low contrast fish/backgraun) Output of the detection task
enhanced with segmentation carried out with the simpleoregrowing algorithm

To deal with such cases, self-organising maps that expbtouc values, motion, temporal and
spatial information are in development. Moreover, we ptange also prior knowledge in the
form of templates derived from fish clusters for accuratersagation.

At the current stage, the detection performance is satigfgnd much of the efforts for
improving performance are due to the low quality of the aliget of videos. Therefore, we
expect to achieve better results once videos with highditgyhigher native spatial resolution
or improved resolution using super-resolution approgchisbe available or once enhance-
ment techniques (contrast stretching, colour equalisaéite.) will be added in a preprocessing
stage.

2.1.2 T1.2 - Fish tracking

Fish tracking is necessary to consistently count the nurabenique fish in the video (which
of course is less than the number of total appearances) gmvale data for the following
stage of event detection and behaviour understanding lmas&djectory analysis. The track-
ing algorithm chosen to handle all the phenomena typicahefunderwater domain exploits
covariance matrices to describe the appearance of thetslneihe scene. We adopted a novel
covariance representation that models objects as theianearmatrices of a set of features
built out of each pixel belonging to the object’s region. ktall, for each detected object, the
corresponding covariance matrix is computed by buildingadure vector for each pixel, made
up of the pixel coordinates, the RGB and hue values and the mredustandard deviation of
the histogram of a %5 window with the target pixel as centre. The covariance ixatrhich
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models the object, is then computed from this feature veatar associated to the detected
object. Afterwards, this matrix is used to compare the diweih the currently tracked objects,
in order to decide which one it resembles the most.

This representation takes into account both the spatialséaitstical properties, unlike his-
togram representations (which disregard the structurahgement of pixels) and appearance
models (which ignore statistical properties). The resafiined with this algorithm show that
it can accurately follow a fish even when it is temporarilyded behind plants or in the presence
of similar fish in the scene. However, the accuracy of therélgn is strongly linked to that of
the detection algorithm, since it assumes that all and omlying objects will be provided by
the underlying object detection algorithm; for this reggaacking may fail because of detection
inaccuracy.

Given the importance of the tracking component in the oVgnalject, due also to the fact
that it is responsible for identifying the fish trajector@swhich the behaviour understanding
and event detection modules will rely, we have integratethexsystem an approach for the
assessment of the quality of each extracted trajectoryderdo filter them and select the ones
that respect specific criteria of goodness, thus avoidirigvalidate the higher level analyses.
To compute such a quality score, we have adopted a seriesafumaments on appearance,
texture and motion in order to obtain a value indicating tbedness and the plausibility of
each tracking decision and, more in general, of a trajectdfig. 4 shows a few sample
trajectories with related average quality scores (contpagethe average of the scores for each
tracking decision of a trajectory); it is possible to notibat the trajectory of the top-left image
is unrealistic (and is caused by a temporary mis-assoni&giween objects) and its average
score, computed as average of the scores of each trackirgyaefor all the appearances of a
fish (four times, in this case), was 0.63, whereas the imadketop-right side shows a correct
trajectory whose average score is of 0.91. The two bottong@mahow, from left to right,
a complex but correct trajectory (with a 0.81 score) and j@dtary which is correct up to a
certain point, before an occlusion happened, so its taaking score is 0.71.

To evaluate the performance of the covariance-based tragkéhave compared the results
obtained by the application to a set of manually-labellemlgd-truth videos. Moreover, since
ground-truth generation cannot be performed on a large puoitvideos, as it is a very time-
consuming and error-prone operation, we also integratealigsmatic evaluation framework,
based on the above-described tracking quality scorestheteystem. This framework allowed
us to test tracking algorithms without resorting to manwaderated ground truth data.

Our results show that the developed covariance-basedithigois able to correctly identify
91.3% of the fish on set of five videos with hand-labelled gcbtmth; as for the trajectory
quality, the average correspondence between algorithmpuated trajectories and ground-truth
trajectories is 95.0%, and the correct decision rate is?@6These values are about 10% higher
than those obtained by the CAMSHIFT algorithm, the only apphopreviously tested on
underwater video clips. Then we also tested the accuracwrofracking algorithm on a set
of about 3000 unlabelled videos using our on-line framewackieving an average accuracy of
about 84% in tracking fish, whereas CAMSHIFT obtained an @esegccuracy of 73%. Since
the computed quality score has demonstrated to be a reired@sure for assessing the quality of
each extracted trajectory, we are currently working on fdating tracking as an optimisation
problem where the global maximum score has to be found inemanise tracking decisions for
each trajectory. This would allow us also to repair tracKeatures.
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(a) Unusual fish trajectory
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(c) Plausible fish trajectory (d) Fish-plant Occlusion

Figure 4: (a) an erroneous path (average quality s6d® due to a failure of the tracking
algorithm; (b) a correct path (average quality score i8.61); (c) a complex but correct fish
path with an average average quality)afl; (d) trajectory with an average quality score)df1
due to a fish-plant occlusion.
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Figure 5: Several higher and lower level fish descriptiongtvian be used for recognition

2.1.3 T1.3 - Fish description

Fish description is necessary for fish detection, recagmiind clustering as shown in Fig. 5,
which depicts some descriptors that can be used for fish oy and clustering (Figure 5 is
from the PhD thesis proposal of Xuan Huang who works on fisbgeition).

Beyond the fish properties already used in the implementegbappes, the computer vision
groups of UCATANIA (UC) and UEDIN (UE) agreed on a more refinestl ¢if descriptors (some
already available and some others to be developed) thabvilised in both fish detection and
fish recognition process. Most of these descriptors areediffivariants, since they have to deal
with the different position, orientation and scale of fishhmiespect to the camera. Table 1
shows this list and the categorisation (colour, texturetionoand contour) of the descriptors
we intend to use. For each fish description, we also mentidohngartner (UC, UE or both)
is responsible according to task relevancy, i.e. all theufea assigned to UCATANIA will be
used likely in the detection and tracking tasks for imprgvperformance, whereas the ones
assigned to UEDIN will be used in the recognition and classiion tasks.

Invariance of these descriptors against types of changgs light intensity change) and
types of transformation is under investigation. This lit ae added to a wiki page where each
descriptor is described in detail specifying data striecturd range. This allows non-experts to
get an idea what the description does and gives experts d&ama to use the fish descriptions
in their code or from the database.
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Colour Texture Motion Contour
Name Resp. Name Resp. Name Resp. Name Resp.
Background Scoring*  UC Gabor Filter UC/UE Motion Vector UC igll Points * uc
RGB, nor RGB UE SIFT UC/UE FTLE uc Curvature Scale Space UC
HSV, HSL UE SIFT with Global Context  UE Periodic Motion Cutuee Points uc
Lab UC/UE PCA-SIFT UE Analysis * uc Fourier Descriptors uc
Joint Histogram uc Covariance Matrix uc TPS UE
Transformed Colour * uc Co-occurences Matrix ucC ASM/AAM UE
Colour Moments uc Spots/Stripes UE MDL UE
HSV SIFT * uc Symmetry Hierarchies * uc Shock Graph UE
RGB SIFT * uc Mellin Transform UE

Wavelet Transform uc
Implicit Polynomials * UC

Table 1. Preliminary List of Fish Descriptors that will beedsin detection, tracking and
recognition processes. Most of these descriptors have &dleeady implemented except the
ones indicated with *.

2.1.4 T1.4 - Fish recognition and clustering

The work on the fish recognition and clustering componentsdtarted. At the start, sev-
eral problems have been observed, nhamely uncontrolledogmaents and a large unannotated
dataset of fishes. To deal with the uncontrolled environmefiust and invariant fish recog-
nition methods need to be developed. Several methods arevaloggpment to determine the
direction in which the fish is swimming, allowing us to det@&mmthe head and tail of the fish.
This information can be combined with the tracking to obtawen more accurate results. In
Figure 6, we show some preliminary recognition results omalls(495 fish) already labelled
database. There are 11 species and each species has 45. im@delsl cross validation has
been applied. The results are very promising with 96.9% raogyhowever larger datasets are
necessary. This is because: 1) our initial groundtruthaioetl many observations of the same
tracked fish, so recognition was much easier, 2) we only hamal amount of variation of
individuals, environments, etc, 3) this is only for the 1k@ps most often seen (out f about
1000-1500) in the initial groundtruth dataset obtaineanfietbout 3000 detections.

This brings us to the second challenge which is the large atafunannotated fish data.
We developed a fish clustering method which is able to grooplai fish together. This
method is unsupervised having the advantage that it is aldéstover new combinations of
fish descriptions, allowing us to search for new fish specighe dataset. Because we have a
large unannotated dataset, one of the challenges is toaareotiseful subset of this dataset in
an efficient manner. We are working on an annotation framkewtere our clustering method
supports users in the annotation tasks. This allows us forpethe annotations quickly while
keeping high accuracy. At the moment, using this tool alloxssrs to annotate fish in about
40% of the time it normally takes, with accuracy losses oftiath3% which can be overcome
by combining multiple users.

Generating ground truth for fish recognition

As discussed in Del5.3, a ground truth dataset needs to bheedreA ground truth dataset is a
set of images with annotations that are manually generatddlecked for correctness, e.g.,
an image annotated with the names of the fish it contains. fidweng truth serves two purpose.
First, it can be used to evaluate the quality of software camepts. Second, it can be used
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Figure 6: Plot of the latest fish recognition results on askttaf 495 fish images of percentage
recognition versus species. The final bin is averaged byiepéaot by fish, as some classes
have many more examples).

as training data in machine learning contexts. Within th& pdoject, a number of software
components need such datasets, namely fish detectioningaakd recognition. We focused
on creating the fish recognition ground truth. More spedlficthe goal is to create an image
set, in which each image is assigned with a scientific namieeofish it contains.

There were two challenges in this task: 1) in order to recsmgyfish with their scientific
names, expert knowledge is required; and 2) manually atingta large amount of images is
tedious work. We separated the annotation task in two pargert annotation and the non-
expert annotation, where UEDIN mainly focused on non-edged CWI focused on the expert
annotation. For both expert/non-expert annotation, aetisased approach is used to reduce
the amount of work for the annotators. For non-expert anmoiathe goal was to verify the
fish clusters generated by the clustering algorithms. Foeeannotation, actual species names
need to be assigned to individual images.

To collect expert annotation, an interface was createddititée the annotation process:
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The interface for expert annotators. The expert enters the spges name for the majority
of the images within a cluster, then selects images that shlolnot belong to this cluster
and inputs the correct species names for these images.

In short, instead of typing in a species name for each imdge,iriterface enables the
annotators to assign a species name to a cluster of fish inaagleautomatically assigns the
same name to all the images within the cluster. The anngtator then correct the individual
names assigned to those images that do not belong to the gaeieswithin the cluster. In
this manner, in the worst case, the annotator will have toualiyhassign a species hame to
each of the images, i.e., when the clustering is so bad tichtiegage within a cluster contains
a different fish species. In the best case, i.e., when théeclisspure, the annotator only needs
to enter the species name once.

In our experiment, we invited 3 marine biologists, who haverd.0O years research experi-
ence in the area where the underwater video cameras aredodatorder to obtain relatively
high quality clusters, we manually constructed clustees @assmall sub set of our dataset: 27
clusters over 524 images. Since the sizes of clusters ayambalanced, for each cluster, we
randomly sampled 30 images to be shown to the biologistatéh 190 images were annotated
by the biologists. For 82.6% of the images, at least two Igisks agreed on a species name; for
54.3% of the images, all biologists agreed on a name (inctuthe case where two biologists
agree on a species name while the third biologist indicaehb/she cannot identify the fish).
A further examination shows that for some clusters the ists do not agree on a name at the
species level, bulo agree on a name at a family or genus level. After finishing tatiom, we
also included a questionnaire for the biologists in ordecdtect information such as which
features he/she used to identify certain species, whyinepecies are difficult to identify, etc.
This type of information can be a useful hint for selectingfuk features when developing
automatic methods for fish recognition.

2.2 WP 2: Interactive User Query Interface
2.2.1 T2.1- Establish user information needs

We interviewed potential users that are marine biology ggpé/le investigated 1) the most
important queries they would ask the system to support, gnithe? context of use of the
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requested information. We derived the needed domaintedenformation and the high-level
user tasks.

Regarding user information need, we disclosed biologyiipeneasurements desired by
end-users. We selected those that are feasible with F4Krgedetection. We specified their
calculation using the metadata available in the F4K datwbdser information needs, context
of use, and biology-specific measurements are detailectiDéhiverable 2.1.

Regarding the high-level user tasks, we synthesised tworetsnasage scenarios that ex-
pose the user needs, and the system functionalities thapguhem. We decomposed the
scenarios into detailed tasks: we specified the maniputistd and the functionalities for data
manipulation. Usage scenario, high-level user tasks atailele user tasks are described in the
Deliverable 2.2.

A brief description of our findings states the following:

e User information needs are primary composed of measursnertescribe biological
facts as well as technical facts for assessing and trustmgalidity video analysis.

e Secondarily, user information needs include environnielatia collected through sensors
or meteorological agencies, as well as user-defined enaeatal events.

e Biological facts that can be described with the F4K systemmary concern population
dynamics (e.g., demographical analysis) and impact ofenmental conditions.

e Technical facts will be exposed to users by successivelgiatisng the underlying pro-
cesses that produced the high-level information (e.glogiespecific measurements),
and the sets of videos that were automatically analysed.

e The high-level user tasks are: analyse population dynaraicayse environmental im-
pacts, verify analysis, personalise analysis.

Initial query performance analysis w.r.t. user requests

We conducted an initial analysis of the query performanadyais in terms of efficiency and
effectiveness based on the 20 questions defined in D2.1. tWtanalysis, we aimed to have
an initial idea of

¢ the efficiency of the current data storage in calculatingsisequest and the type of
operations that might be time-consuming given the curremage;

o factors that influence the results of the data analysis/sansation over the records in
the fish database.

It was an empirical analysis using the fish database defin®bia and at the moment of our
experiment, it contained 337,343 fish and 2,809,581 fisittletes. No fish species information
was available. Given the information available in the dassband the 20 questions, we focused
our evaluation on 4 types of queries: 1) count fish over dffietime intervals; 2) count fish over
different locations; 3) count fish over different locaticansd different time intervals; 4) count
fish for a given location over given time intervals.
We conclude our results as follows. In terms of efficiency,faund that the efficiency of

current data storage varies w.r.t. different types of eagerfhe number of records involved for
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counting and the number of “join” operations over tableg.(én order to find the corresponding
time and location information for a fish record) are the maitdrs influencing the processing
speed. In terms of effectiveness, we found that missing llasaan impact on the results of
counting. Further, since the fish detection and trackingltesome with a certainty score, it
was expected that different ways of thresholding/comigiriive certainty scores will have an
impact on the counting results. However, we found that if vy @onsider relative counts,
e.g., thechange of the amount of fish found per month over a year, setting sstioiel on the
certainty scores does not have an obvious impact.

2.2.2 T2.2 - Explore component-based prototypes

We plan to implement the following components:

e Metric Calculator: calculation of domain-oriented measugats using the metadata avail-
able in the F4K database and the environmental data.

e Query Engine: transformation of user queries performealidin the graphical user inter-
face into queries that can be computed by the Workflow and thid/Calculator.

e Rendering Engine: managing the display of the web interfastegustate of the art
rendering techniques (e.g., interactive diagram).

The Metric Calculator and the Query Engine will be developedigally, to implement one
by one the high-level tasks. The first implementation of thedeeing Engine will support
the experimentation of various user interface prototypesrder to research the user interface
paradigms, and to collect feedback.

2.2.3 T2.3 - Support for high-level information needs

We plan to experiment with several user interface paradigntsinteraction techniques. We
identified 2 research directions:

e Multi-layered information access: how to allow users toemscand manipulate the un-
derlying computational processes? In addition to imprgviast, can such multi-layered
access also improve understandability and usability?

e Multi-faceted information access: how to support purpesiformation gathering, and
flexible user-specific interpretations?

2.2.4 T2.4 - End-to-end system integration with data

No action on this task during year 1.

2.2.5 T2.5 - Evaluation and in situ user testing

No action on this task during year 1.
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2.3 WP 3: Process composition and execution

Here we describe our initial efforts towards work contribgtto WP3, the workflow component
of the F4K project.

The workflow component of the F4K project is responsiblefeestigating relevant method-
ologies and implementing a working workflow system towaits énd of the project. More
specifically, its task is to take in video data that has beg@tucad by the FAK project partner
NARL and analyse and process them in useful ways to answetéargiser queries.

The approach that we have chosen for the workflow system isalkdge-based one. This
approach enables us to separate the problem and domaiiptiess:, the application computer
vision and data analysis software components and the actukflow enablement components,
the workflow engine. These components are understood amectad via a set of knowledge
based representations.

This loose-coupling approach enables us a more flexible amsm that allows us to easier
adapt to a different problem description (or indeed a diffémproblem area when desirable).
This is particularly useful, as the problem and domain dpsons may evolve over the life
time of the F4K project. It also enables us to easier evolw raake use of new software
components, as they will become available within the F4Keqatoover time. It also enables
us to improve the workflow enablement component, the workiémgine, to become more
efficient and/or richer, as needed, as we make use of higlorpesthce computing facilities
through NARL. This approach should therefore enable eachesfe major components of the
system to evolve and improve independently, as neededowtitieeding substantial changes
to other components. The main effort is to ensure the coo@mections are in place between
them.

The problem and domain descriptions and workflow enginelaceritten using knowledge-
rich languages, i.e. in Prolog, that logic-based programgrtechniques can be applied directly.
As a result, we are able to make use of the planning techreddiat enable us to perform
dynamic workflow composition and assist workflow execution.

The semantics of the problem and domain descriptions araetkin a set of ontologies
that have corresponding knowledge-based representatibims provides semantically more
human-understandable and uniform labels to annotate ¥idad images. Such labels are a
translation of the results as produced by the image and \pdewessing software components.
These labelling will then be used to assist user-query amsgvéunctions that is a part of the
workflow system.

In the sub-sections below, we describe in more details dortefin creating the set of
problem and domain ontologies as described above that vilided as input by the workflow
engine. We also describe our initial efforts in our investign and implementation for the
workflow system enablement component, the workflow enginealsb report on further issues
when engaging our workflow system with NARL's high performammomputing facilities. An
overview of the design of our workflow system that provideoanection of all of the above
components is provided in Figure 7.

2.3.1 T3.1- Create Domain Ontologies Based on User Requirentsn

The workflow component (see Figure 7 for overview) of the F4#&gct is responsible for the
workflow composition and execution tasks, that takes in afsatieos it makes use of the video
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image processing (VIP) modules and can run such tasks orpkigiormance computing (HPC)
machines, that is directed to address targeted user retgnts.

As we have taken a knowledge-based approach for our workfystes, to address the
various aims as presented to us, three types of knowledgegu@&ed as input for the workflow
system:

e The user requirements: we need to understand and desceimeitrsuch a way that can
be related to and therefore addressed by VIP tasks;

e The video data input: we need to analyse them and identifijulisatures in knowledge
based descriptions;

e The VIP software modules that are made available to us: we toeelate and categorise
their functions and describe their I/O requirements in kieolge based descriptions.

The first knowledge is acquired through correspondence Wt's marine biologists in
Taiwan, while the second and third knowledge are acquir@ah the image processing experts
in FAK (Edinburgh University and University Catania tean#sy.a result, the workflow compo-
nent interprets the user requirements (from User Intetie@am) as high level VIP tasks, create
workflows based on the procedural constraints of the modyles/ided by image analysis
teams) to ultimately invoke and manage their execution ins#iduted environment (HPC
team).

We have created a set of suitable domain ontologies thatasedbon user requirements
(from marine biologists) for our intelligent workflow systeas defined in the project proposal.
The main purposes of these ontologies are (1) to supportaveapment of appropriate func-
tions of the workflow system, and (2) to serve as a commuicatiedia to interface with other
Fish4Knowledge components. As a starting point, we desdribe 20 scientific questions as
provided by the marine biologists. Then we provided an aislgf these 20 questions from
the workflow system’s point of view - that is based on the cdjigs of video and image
processing (VIP) modules available to us. Based on a mapg@tvgelen the user requirements
and a high level abstraction of the capabilities of the VIRdoles, we have constructed the
Goal Ontology. The Video Description Ontology contains #mvironmental factors related
the videos. The Capability Ontology describes details of\fie@ modules. To date, the Goal
Ontology contains 52 classes, 85 instances and 1 propeetyjideo Description Ontology has
24 classes, 30 instances and 4 properties and the CapabilibyoQy has been populated with
42 classes, 71 instances and 2 properties.

The ontologies have been verified by F4K project partnersiamdelevant project deliver-
able (D3.1) has been completed and submitted. The ontslegee utilised in the first version
of our workflow composition and execution system to suppioi¢® classification, fish detection
and counting tasks. The ontologies will continue to evolnthwhe projects needs and are
envisaged to interface with other Fish4Knowledge comptsi@due course.

2.3.2 T3.2 - Workflow System Design

The workflow component of this project interprets the usgunements as high level VIP
tasks. It creates workflows based on the procedural contgraf the modules (provided by
image processing experts) to ultimately invoke and manhge execution in a distributed
environment.
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There are two parts to the workflow design: 1) workflow comipasj and 2) workflow
scheduling and execution. Workflow composition deals witentifying the set video and
image processing (VIP) modules to solve a user-providedt&R. Workflow scheduling and
execution deals with distributing the VIP modules onto hpginformance computing facilities
and scheduling them optimally for our needs.

Workflow Composition

Workflow composition is the identification of a set of VIP mdeki that can solve a given
VIP task based on user request. This component is desigimeglaiplanning and ontological
approach within a three-layered framework, shown in Figure

Capability De\;gie;ftion Goal Process Design
—> i Layer
Ontology Ontology Ontology Library y

Modeller

Advice +

Review + /_\
Requesta Workflow

Planner Workflow Enactor Layer

Result

Domain
Expert

Video & Image Processing Tools

Processing
‘/’/\\\ Layer
Videos

\{iew Grab Frame Compute Main Create Gaussian Extract Compute
Video Image Statistical Moments Mixture Model HSV Values Camshift

Data Storage

Figure 7: Overview of Workflow Composition Framework for Va@Brocessing.

The design layer contains components that describe the adlist information about the
video, image processing tools and processes to be carrted the system. These are repre-
sented using the ontologies described in Section T3.1 amdcegs library. Knowledge about
VIP tools, user-defined goals and domain descriptions ayanised qualitatively and defined
declaratively in this layer using these ontologies, allayior versatility, rich representation and
semantic interpretation. The process library containstige for the primitive VIP tasks and
methods available to the system. These are known as thesgrowadels. A primitive task is
one that can be directly performed by a VIP tool, while a métisadecomposed into primitive
and non primitive tasks. The workflow layer is the main iraed between the user and the
system. It also acts as an intermediary between the destypranessing layers. The workflow
enactor ensures the smooth interaction between the comigoraecess to and from various
resources such as raw data, VIP toolset, and communicattorilve user. The main reasoning
component is a planner that is responsible for transforrtiadnigh level user requests into low
level video processing solutions.

The processing layer consists of a set of VIP tools that ceoime various image processing
functions. The functions of these tools are representelddarcapability ontology in the design
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layer. An initial version of this workflow composition andesution system on a single resource
has been designed and evaluated. The next stage will ine@yping the workflows to multiple
resources, and exploring efficient means to execute therarailgl.

Workflow Scheduling and Execution

The workflow scheduling and execution is dependent on thepoting facilities provided by
NARL, Taiwan. At present we are investigating means to digtea and schedule the VIP
modules on a cluster made up of 96-CPU machine with two nodeb, @ntaining 48 core. It
is assumed that each node in the cluster will have a sharedrgemd a shared filesystem for
the 48 processing units to work with. This will ease the palightion process.

We will explore ways to parallelise the execution of our ViBriflows using the cluster
provided by NARL. In order to do this, we consider two critdioaa system’s memory perfor-
mance:

e Latency - the time it takes for the memory to process a reqegsta marine biologist’s
query)

e Throughput - the actual rate at which data can be pumped fremtemory to the
processor. This measure is proportional to bandwidth.

Throughput and latency will be used in conjunction with tpets of queries that will
concern us. It is anticipated that F4K will have two types wéges:

1. Off-line queries —these are queries that will be proaksffeline and results stored in the
database. When the user makes a query, the results aregétaied aggregated from the
database.

2. On-line queries — these are queries where results arevaitdlae in the database, hence
they will have to be processed dynamically. Results will neetde computed via VIP
workflow composition and execution before being preserddtd user.

It is anticipated that most of the queries for F4K are goingegrocessed off-line, as the 20
guestions posed by F4K’s marine biologists would requiegaifocessing of large data (videos)
using relatively large jobs (VIP modules). For such a sdenarworkflow management system
thatmaximises throughput would be most appropriate. This means that large jobs canrberr
large data optimally. Each VIP module can execute a relgtiaege task, such as fish detection
and counting in a given video.

In the scenario of on-line processing, it is important thet tiser request is dealt with as
quickly as possible, such that the time spent by the usemgdir results is minimised. In this
case, the workflow management should be onertinaitnises latency. For this case, it would be
advisable to break the existing independent VIP modulessmialler modules for more optimal
parallelisation.

The next step is to combine a scheduling policy with a pdrsaittepolicy for executing the
VIP workflows. Unless jobs are too short for execution, wel Wwé adopting thedynamic
workflow scheduling strategy for execution. This strategit schedule jobs as resources
become available. This is by far more efficient than scheduttatically whereby allocation
of tasks is done only once and jobs are distributed to thegssiog units. Although dynamic
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scheduling comes at the cost of scheduling time, it will heriare efficient for large jobs and
large data. Finally we will investigate the performancelad tvorkflow management system
using thetask farm parallelisation policy for our jobs. This would involve tlexecution
of independent tasks (jobs) in multiple processing unitsprocessors. The tasks are split
between the processors which work on them in parallel. Asat®ulations are independent, no
information needs to be exchanged between workgroupsgitiisitime, and sharing of results
can be postponed until all the tasks have completed.

On-going discussions with NARL will involve determining tle&act specifications of the
processors of the cluster along with their memory and fiesgsconfigurations, selecting a
scheduler, installing the VIP modules (C executables) amtwging the off-line processing
tasks for typical queries. User scenarios from the Userfinte team would be required in
order to determine what types of VIP tasks will need to be eshlvThis would enable us to
compose, schedule and execute the workflows according tosererequests and evaluate the
efficiencies of the parallelisation and scheduling techeggthat we plan to deploy.

2.3.3 T3.3 - intelligent workflow system

No action on this task during year 1.

2.4 WP 4: High Performance Storage and Execution Architecture

NARL provides underlying infrastructure for the system ati¥Knowledge, in which not only
are the compute and storage resources prepared to meetalysisrand store demand for
the daily streaming underwater observational video but hés the performance of the online
advance query to be ensured for scientists.

In order to achieve such goals, NARL has built a 48 CPU multicoaehine as a dedicated
server for compute and storage services, coupling at thkebdcwith the newly deployed
supercomputer Wind Rider, in which 96 CPUs are dedicated tsytstem, and an array of NAS
storage system with 10GE interface for fast data retrie@al.top of the system an execution
environment is also developed to allow easy and effectieeofithe system by both developers
and scientists. The high level architecture design is:
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The system architecture design for high performance computand storage services.
High performance multi-core processors at the observdéwsl do the first filtering and
bulk compression of the raw video data before transmisstoosa the network. Data and task
level parallelism on cluster machines will be used to arelige video to produce the RDF/XML
store content, and execute the query filtering steps thetebdontent from the RDF/XML store.
The current development is summarised as the following:

e 6 N7700 NAS, provide about 45 TB storage size

e 2 WindStar NAS, currently installed totally 16 TB storadee storage size should be able
to extended to maximum.

e Underwater camera, using HD camera and CCTYV to provide ean\ad data source to
the F4K system. The undersea camera infrastructure isgedrom Ecology Plan of
Water Resource Agency in Taiwan.

e 48 CPUs servers, provides virtual machine running platf@&CPUs from Wind Rider
supercomputer are used for compute service.

¢ Video Query Portal, web-based interface for accessingdecbecology video.

e Customised-based VM Portal - web-based interface to accestual machine in the
system.
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2.4.1 T4.1 Enhance current video capturing and storage

On the video capturing, NARL has incorporated 10 underwaaeneza in 3 different sites,
Kenting, Hobihu and Lanyu. The sites are remote and onlytdéichbandwidth of a public
network available. Yet, higher resolution and higher frermey of the video are required for
better analysis. Correspondingly, the amount of storagedréimatically increase. NARL
increased the video frame rate from 8 fps to 24 fps and rasaltd 640x480 for the underwater
CCTVs, conducted sensitivity analysis for data compressemhriologies to search for an
optimal one for the current network constrain, and scaled\\AS storage to satisfy the needs
of the new setting. For the frontend, faster video query asyplaly over the bulk video database
are also required. The figures below show how the systemlisamdi also the fast display portal
that demonstrates a speed-up improvement.

Fast video query and display through the read-write maatpri in a pipeline of the first 4
tiers of 5 tier storage hierarchy, i.e. L1-L5:
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Video query portal shows the result at average speed-up 2@0%0:
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2.4.2 T4.2 Build data storage facility

The F4K data storage facility is built partly via NAS storaged partly via NARL shared
HPC storage facility, such as EMC CLARIiiON CX700 High Efficienbysk Storage Array
and StorageTek L5500 Tape Silo. Total capacity is curred®@yB, and is growing. Here is
the basic F4K storage built within NARL (NAS storage Array idadale for 1GE and 10 GE

network interface):
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eth0

ethl
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192.168.77.X |

File Transmission Network
(NAS)

2.4.3 T4.3 Develop process execution interfaces

192.168.77.X

PC Cluster

ethl eth0

140.110.134.X

eth0

ethl
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sssans

Cluster Communication Network

NARL developed a virtualisation environment to tackle theptexity of the F4K development
requirements and expect the virtualisation environmebgtevolved into a production service
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after the project. Such an environment will allow devel@g@erconduct various tests as well as
scientists to use a workflow, in which processes can be atitoatip composed and executed.
A web-based VM (Virtual Machine) portal is developed as shdwsre:

1. Click menu :

VM Web (Prototype “plugin” < .
( YPe) LB .a“ % Tunn | SFTP File Transfer” il

Mume v Statwy o UUID &+ Memary a1 CPU 4= | Comel 4= | prace "SSH” button

3. Press:

“->" upload button
i) or
“<--"" download button

BB 7ol O1I0 S Sobelecdicd]  12MB 1

e et T

2.4.4 T4.4 Develop distributed data and computational methas

In order to achieve high performance large scale data/gsygstem, it is crucial to exploit
some well-recognized performance enhancement approsgbless concurrency, locality (e.g.
local caching or in situ computing), multi-core computingdaGPU computing for both data
management and data/video analysis: NARL built an F4K itfuature by using advanced
multi-core compute facility coupling with large NAS stomgrrays and optical switches for
connectivity. An automatic workflow system will be used telogstrate distributed processes
of data/video analysis and queries, which will result irealzle concurrent threads running in
the system. How to ensure the system being highly availatde@iable strongly depends on
the quality and level of the concurrency that can be achiewaatrent efforts are on porting
distributed and automatic workflow system to the infradtitee and evaluate its collective
performance.

Previous works in access remote video clips take advantagei@rchical memory with
local caches to reduce the frequency of data loading fronotersites, which proved to be
useful for streaming data. It is not clear if this model cal s as effective when the data
size increases to Tera-scale or even Peta-scale. In agdhi®videos being streamed from the
underwater video cameras at the field station to the NARL dgiagitory are constrained by
the bandwidth of the last mile network. In situ computing éz@ssary either for early filtering
of video or content-based compression, which brings igtatice to the local so that useful
information can be extracted in advance and redundantnivgtton removed. As a result, the
data size will be further reduced to meet the network comsthaut the quality of the data still
remains.

Multicore technology is used extensively in the mainstrédifC system architecture. As
mentioned earlier, NARL compute infrastructure is built é®n such technology. Many
variants of MPIs being optimized for multicore were develdpn HPC community. NARL
will support the optimization of such MPI-based paralleligh our infrastructure. GPU and
GPU/CPU computing can accelerate codes of some applicabcans extreme that cannot be
done otherwise. GPU infrastructure and implementatiordasn CUDA will be supported in
the final phase of the project.

The above approaches will be also used in database develbpgmtée project. To tackle
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with large data set, there are three database technoldgieare strongly relevant to us, which
are data warehousing, distributed database and NoSQL. r@lyrMySQL and PostgresSQL
are implemented for practice. The performance of parahel distributed versions of both
databases is being tested. Further research will be ccedlfmt the above database technolo-
gies to meet the project goals in the presence of Tera-siide data.

Database distribution

We have been analysing the expected total data load basedrauent estimates of data
capture and analysis. We have also looked at the sorts ofigugdikely to be asked of the
system by potential marine biologists. From these we hasgded a hypothetical distributed
data system suitable for answering questions in a few sacerndn over the full dataset. Details
of this follow.

Based on the assumption of 1000 days of video recording, 1&teoday, for 10 cameras
at 24 frames a second, we are currently estimating about b56f Taw video data, based on
samples using the current compression.

For processed data, we plan to record, for each detectednfishch frame, its ID, the
camera, site, clip and frame number, where in the image it detscted, the hypothesised
species hame, and about 1000 descriptions augmented wihsew number and certainty.
We have designed a database split between the informatexteddor queries (about 32 bytes),
and the descriptive information needed for species andii@lraecognition (about 10K bytes).
Based on a current estimatelof® frames and the current average of about 2 detectable fish per
frame, this suggests abadut< 10'! bytes (600 Gb) for the query data and abdut 10'* bytes
(200 Th) for the descriptive data. We are currently assurdiatgibution across 48 machines,
which means about 13 Gb/machine query data and 4 Th/macbsueiptive data.

We have then analysed how quickly it is possible to answe2bi@uestions’ presented in
Deliverable D2.1. From this analysis, we concluded that kel precompute by hour and by
day summary files, containing a summary of the fgspeciesID> certainty,RecogAlgVersion,couny)
over all species. At the most compact, the day summariesectuabout 120 Mb, which we
assume can be incore on each machine.

Using this data distribution, we analysed ‘typical’ qusrisuch asHow many different
types of Species ID and their quantity T appear in each clip K this range of dates D-D
with certainty > C for site S? By distributing thel0* day summary files randomly across alll
machines (to encourage load balancing), we estimate tisagdlt of query can be estimated on
the full 1000 day dataset in about 2 seconds. With suitaldegmputation of summaries, we
hypothesise that most of the 20 queries and those of sintilastare can be computed in a few
seconds.

This analysis will need to be repeated after the details battéed on the processor, incore
memory and disk architecture have stabilised. Most effeas the pre-calculation of various
summary records, which can be done on a nightly basis whernglab longer being collected.

2.4.5 T4.5 Support code parallelisation

No action on this task during year 1.
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2.5 WP 5: System Integration and Evaluation

The main idea is that the different software modules dewlofby the different partners) in

the system communicated by means of the storage facilit{f{sijs means that the data that is
processed by the components is available to all partneleiproject, but more importantly to

the end-user. This allows the different partners to crds& bwn components with the only

dependency the access to the database. There is a datadtas#! tollect and store the data,

but also allows us to query and retrieve the data again.

There will be a lot of data, so we will have to use a distribuséorage facility in the
future. This data also comes in different formats, like videnage, ontologies, for which
we can use different sort of databases (SQL, triple stotba}, can deal with the different
formats. However, by using the database component, wedrtegive the computer vision
components a simple interface to the storage facilitiebaut having to worry for instance
about storing information in a distributed manner or défgrinterfaces to retrieve different
kind of information.

2.5.1 T5.1 - Define component interfaces

For the Fish4Knowledge project, each of the partners hase@ate their own component(s).
The exact implementation of the component is up to the pesthewever the information flow
(database definition) between the partners has been definedier to cooperate with each
other. Each of the components has an input and an outputhwtilt be defined for each
component separately. To make a distinction between thertampce of certain inputs and
outputs, we labelled the outputs as: minor, feature, sugdeand necessary. The focus in the
first stage should be on the necessary and suggested outptse are finished other outputs
can be added as new features. The users of the system (mariogidis) can also ask for
different features.

Because the Fish4Knowledge project is under developmengexpect many changes in
the different components. Because we do not want to losenration, every component gets
a unique identifier (by means of a lookup table, purpose amsiore can be retrieved). The
component has to use this identifier while storing inforarati This means that we can also
track information from old components and versions. We asilgadd new components for
the detection and recognition, or add newer improved veigithe component. Atthe moment,
we have a version management server (using GIT) runningialipusers to check in their code
and to share the code with the other partners.

In Figure 8, we show a UML diagram of all the components. We gige a short description
of the input and the output of these components. More dedadggiven in Deliverable 5.1.
Notice however that all components connect to the datalmlkmying them to store their
information and retrieve information from other comporsent

The exact Datastore Definition in the databases will be raaiatl by CWI. The Datastore
Definition can be found in Deliverable 5.2 and will be exteth@®er time if more definitions
are necessary in the project. Because all the componentbeisiatabase to communicate, it
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Figure 8: UML Component Diagram, showing the input and outptdtions of the different

components
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is important that the database definitions do not change afté that there is agreement about
these definitions. For the computer vision, at the momentseearelational database scheme.
In addition, an RDF schema has been defined in order to expegerdfect data in a Linked
Data-compliant solution for Web-scale sharing of resosiared experimental data.

2.5.2 T5.2 - Integration and evaluation planning

To integrate the components, it is important to solve theeddpncies between components at
an early stage. In our case, most components have threeddmes: database access, access
to videos and information of other components.

Database AccessEach program needs input from one or multiple partners irptbgect.
The first thing that needs to be developed is a (temporargbdat component (at the moment
located in UCATANIA). The database component provides acteeall the data in the project.
In the beginning of the project, we assume that a simple SQabdase and interface to this
database will be sufficient for all the partners. Better soh# (distributed databases, triple
stores, etc) will be developed during the project, once we Inaore information to make better
decisions on these issues.

Fast methods to retrieve video stream/framesThere is an interface to access the video
recordings, where both user/components can immediategsadhe videos. The video record-
ings are not stored in the database, but they still are usathinyst all partners in the project. At
the moment, we have a webinterface in Taiwan which allow Hrgngrs to retrieve the videos,
this interface might be improved in the future to allow alsanfie retrieval.

Information about other components: Although every component should be able to ac-
cess the database, it is necessary to have the same de$iratidnhave clear definitions. In
order to start, UCATANIA and UEDIN made a first database degigh data that they expect
to create. CWI has been involved in this design and will helprtiprove this based on the user
requirements. Once we have this first database design, CWhailage/maintain the datastore
definitions. This means that adding, changing and remowfigitions must be discussed with
CWI.

NARL is responsible for the computers and the platform whérha software is running.
They are looking into virtual machines to offer the partmethtie project a virtual environment
that allows them to create and test their components. NAReadl provided the partners
access to their servers. They are also going to give someatsadescribing how to run jobs
distributed. The partners are responsible to test theirpoorants on the system provided by
NARL. NARL is responsible to support the partners and to findralitive solutions if the
platform is not able to run programs required by the partners

The performance of the entire system and the separate canisois very important. In
order to monitor this performance, we need to be able to ataline system and the separate
components. The entire system consists of different commsn These components have to be
evaluated in different ways. The creators of the compongnuisably know the best manner to
evaluate their components. In order to contribute in thaerdific fields, they have to evaluate
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their components anyway. For this reason, an evaluationgtiauld be finished in 17 month of
the project. These separate evaluation plans of each canpare used as input to construct
the evaluation plan of the entire system. The evaluation pldl be put on the wiki pages
of the project. Based on the user's comments, new goals afergée different components
allowing everybody to improve their components on speasaes that occurred during testing.
An example of evaluation which has already started is theopaance of the computer vision
components. In order to evaluate those components, fistesrag annotated for both the fish
detection and fish recognition, which is in some cases aaatngd. This allows us to evaluate
the quality of the fish detection and recognition component.

2.5.3 T5.3 - First integration and evaluation phase

No action on this task during period 1.

2.5.4 T5.4 - Second refinement and evaluation phase

No action on this task during period 1.

2.5.5 T5.3 - First integration and evaluation phase

No action on this task during period 1.

2.5.6 T5.4 - Second refinement and evaluation phase

No action on this task during period 1.

2.6 WP 6: Project Dissemination

This section describes our progress so far and future pdgyasaing project dissemination work
as described in WP6.

2.6.1 T6.1 - Project Web Site Development and Availability

As part of the F4K project a publicly available project wetedias been set up and running
since the start of the project. Its URL sww. Fi sh4Knowl edge. eu.

The web site gives an overview of our project work and obyestiand what we intend to
do to achieve our objectives. It also lists personnel thatirrolved in this project as well as
project generated resources and news releases.

The project web site is highly visible via the Google seambige. When searching the
web using the keyword “Fish4Knowledge” (the project shaime, it comes up in the first
place. The web site will continue to be enriched and popdlatih our new project results,
news release and resources over the lifetime of the project.
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2.6.2 T6.2 - Scientific workshops

As one of the three proposed scientific workshops in our ptgpan, so far we have held
one invited session entitled “Intelligent Workflow, Cloud Gouming and Systems” as a part
of the KES AMSTA conference, during June 29 - July 1 in 2011. SKEMSTA (Interna-
tional Conference on Agents and Multi-agent Systems - Tdolgnes and Applications) is an
international scientific conference for research pultighn the field of agent and multi-agent
systems. Its interests also include knowledge representaid systems, semantics, ontologies,
computational complexity, intelligent workflow and cloudneputing and systems. This is an
interesting and highly relevant conference for us. Thetéw/session allowed us to create new
interests in our work. It also provided a communication fplah to discuss issues in more
depth. In total, there were 5 talks presented at the invigsdien and about 20 people attended
the session. Out of these 5 talks, four papers were publiabedpart of the main conference.
One of the papers was from a F4K researcher.

This special session generated good interest and the eonfeprganisation has identified
our topic as new and interesting. We are invited back to rum#éas session next year. In addi-
tion, we are invited to create and run a special edition feltiernational Journal of Knowledge
Based and Intelligent Engineering Systemwsi. kesi nt er nat i onal . or g/ j our nal /).
The conference chair of KES-AMSTA, Prof. Jim O’'Shea, MarstbeMetro University, is due
to visit and give a talk in Edinburgh on Nov 24, 2011. We areplag for an exchange visit
with his group, as appropriate.

As for the next stages, in terms of running scientific workshonve have the following
plans:

e To run a follow-on invited session on the topic of “Intelligevorkflow, cloud computing
and systems”, as a part of the KES AMSTA conference, in Jung7232012. The
preparation of this invited session is now in place.

e To run a workshop on the topic of “Visual observation and gsialof animal and insect
behaviour”, in November 2012.

e To run a workshop on the topic areas of interfaces for grouutti tabelling, dates to be
decided.

e To run a workshop on the topic areas of high performance ctimgpapplications for
image and video analysis and processing, dates to be decided

e To run a special session for the International Conferencenagé Processing on image
and video analysis under extreme real-life conditions ih220

In addition, we have the following plans regarding resegublications:

e A special journal issue on intelligent workflow and cloud garting and systems for the
International Journal of Knowledge Based and IntelligergiBeering Systems. We plan
to organise this towards the end of 2012.

e A book proposal for academic publishing to cover the ovétdK project work and other
related work. We plan to organise this towards the end of 20t&n we have more
project results to work with.
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2.6.3 T6.3 - Two Web-Mounted User Interfaces

We have developed and published a web-mounted user idenf&e=cond Life, The Fish4Knowledge
Second Life Gallery and Under-Water Aquarium, which is ggronsored by the University of
Edinburgh.

Second Life is a three-dimensional virtual world platformatt is open for user develop-
ments. It also provides free memberships for everyone tadheseapplications. Everyone is
allowed to create one “avatar” for free, so that one can raaural the virtual world to visit new
sites and explore new things, and communicate with otheplpdwe or off-line. Second Life
is well-known for its communicational and educational eault is also particularly attractive,
because it adds the “fun life-like” factor that a normal tdioaensional user interface could not
offer.

Currently, the F4K project has set up a gallery and an undésrveaquarium that is built
in two levels, the F4K SL building. The ground level displayg academic research results,
whereas the underground level exhibits an interactive@irvorld aquarium; where virtual fish
and sea life are animated and the real facts about them ansmayd In addition, we are able
to display and stream videos captured in the observed Tasesea waters.

Currently, we have completed our first stage of the developofehe FAK SL building. We
have the physical building and aquarium ready to use and papelated them with essential
information and artifacts. The upper level has a set of passplay boards that tell about the
project. We expect to continue to enrich and update themauwtlitional/new project results as
they become available.

Currently, we have developed a simple user query interfacefamunicate with the users
that is the front-end of the workflow engine. The more sojtastd user-goal-aware, interaction-
rich and web-based user interface is currently under irgeggdon and will be developed at later
stages of the project.

2.6.4 T6.4 - Interacting with the Marine Biology Community

In addition to interacting with marine biologists that aheady on our scientific advisory panel,
we have also reached out to additional potentially intexestientists and practitioners. As we
continue to do so, this is still work in progress.

The UCATANIA and UEDIN teams have been in discussions with Dre@ Day, who is
Head of Communications and Biodiversity and co-director ef @ARIBSAVE Partnership,
over how we might cooperate with our technical capabilified their Caribbean sealife moni-
toring project. At the moment, some sort of shared PhD ptdgedks likely.
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