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Abstract

Exploring the ocean bottom has always been an area of great scientific and environ-

mental concern. However, study of the underwater environment up until recently was

very difficult due to the extreme conditions. With the advances in underwater photo-

graphic equipment surveillance of the sea bed is now easily realizable. The quality,

however, of underwater images is still worse than that of images shot in the air and

images usually appear hazy. This thesis deals with the problem of underwater surveil-

lance of a scene. The quality of the recording obtained by thecamera deteriorates over

time due to problems like dirt/water on the lens and the glassprotecting the camera,

which is why the camera must be cleaned regularly. The dirt onthe lens as well as

floating particles create a blur and noise in the frames of thevideo. This projects’ main

goal is to remove the blur effects from the underwater videos. As a secondary goal we

wish to develop a method that uses the temporal information of the video as well as the

knowledge of when the camera was cleaned. The method proposed in this study solves

the problem in two stages. It first removes any noise that is present in the recordings

and then deals with the blur effects. For the denoising stagea variation of the BM3D

algorithm [8] was developed. Several different approacheswere implemented for the

deblurring problem based on the multiframe blind deconvolution method described in

[1]. Evaluation of the algorithms was held for both artificial and real degradation of

the frames.
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Chapter 1

Introduction

Since the invention of the first “amphibious” camera in 1960 the interest in underwater

videography for ecological and recreational reasons has greatly increased. Despite the

technological advances in the equipment the quality of underwater images and videos

is still much worse than that of images shot in the air becauseof the limitations imposed

by the physical properties of the water medium. Underwater scenes are characterized

by their poor visibility due to the fact that as light travelsdeeper into the water it gets

exponentially attenuated. This results in images and videos that are hazy, dark and

have bad contrast.

In surveillance systems there is the added deterioration ofthe recordings over time,

due to dirt/water build up on the lens and the glass protecting the cameras. The deteri-

oration is far worse in the case of underwater surveillance because of the vast amount

of dirt and floating particles present in the water.

Underwater image processing has received considerable attention over the last few

decades due to its challenging nature and its importance forthe environment. Improv-

ing the underwater image quality can be separated into two different problems known

as theimage restoration problemand theimage enhancement problem.

Image restoration aims at estimating the true scene by removing the noise and in-

verting the degradation process. Doing this usually requires building mathematical

models of the degradation and using various signal processing filtering techniques.

Classical image restoration methods are Wiener filtering and blind image deconvolu-

tion. An example of the results of image restoration is shownin Figure 1.1.

On the other hand image enhancement aims at making the imagesmore aestheti-

cally pleasing through subjective criteria and without relying on complex mathematical

models. Colour correction, contrast and brightness adjustment are good examples of

1



Chapter 1. Introduction 2

Figure 1.1: Example of underwater image restoration [2].

image enhancement methods. An example of the results of colour correction can be

seen in Figure 1.2.

Figure 1.2: Example of colour correction of an underwater image. a) original image b)

colour corrected image[2].

The purpose of this research is to restore the video recordedby an underwater

surveillance camera back to its original quality using variations of state of the art meth-

ods. Focus will be laid on dealing with the video restorationproblem and not on video

enhancement. The data consists of video sequences whose quality deteriorates with

time as more dirt gathers on the lens. This deterioration canbe observed in Fig. 1.3.

The deterioration of the images can be split into two different types. The first is a

local blurring of the image in places where there is dirt. This blur can’t be considered

stationary throughout the sequence as it sometimes tends toshift slightly back and

forth depending on the the water currents. The second is noise that is present from
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Figure 1.3: Frames taken a) with recently cleaned lens b) lens with particles and dirt

on.

either floating particles or camera measurement noise (errors in the analog-to-digital

conversion or during the quantization). In order to maintain the video quality at a

standard that allows for the monitoring of underwater environment the lens must be

cleaned in regular intervals. This procedure is costly and the frequency with which it is

performed could be reduced if the image is restored using image restoration techniques.

Some video restoration techniques deal with each frame in a video sequence sep-

arately thus ignoring the temporal relationship between consecutive frames. In the

surveillance problem, where the camera is stationary and the scene doesn’t change sig-

nificantly from one instant to the other past frames hold valuable information. This

project aims to develop a denoising and deblurring method for the surveillance prob-

lem that makes use of this information. In order to further exploit this information

an attempt is made to utilize the frames recorded when the camera lens has been re-

cently cleaned. These frames are easy to detect since knowledge of when the camera

is cleaned is available.



Chapter 2

Background

In this chapter the video restoration problem is more strictly defined. It is divided

into the two separate problems of video denoising and video deblurring. These two

problems are mathematically formulated and popular methods for solving them are

analysed and discussed.

2.1 Degradation Models

The purpose of image or video restoration is to reverse any defects that alter an image

or frame. There are many forms of deterioration that can be modelled in different ways.

If an assumption is made that the original frame is corruptedonly by additive noise as

seen in Figure 2.1 then we have what is known as the denoising problem. This problem

is described by the equation (2.1), wheref (x,y, t) is the original frame,η(x,y, t) is the

noise term andg(x,y, t) the measured frame.

Figure 2.1: Degradation model assumed in the simple case of the denoising problem.

g(x,y, t) = f (x,y, t)+η(x,y, t) (2.1)

The effect this sort of degradation has to an image is shown inFigure 2.2. As we

can see noise appears as randomly-spaced speckles in an image. Noise can be caused

by various reasons such as quantization errors, compression errors or high camera ISO

sensitivity.
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Chapter 2. Background 5

(i) Original image (ii) Noisy image

Figure 2.2: Example of an image being corrupted by additive noise

In cases where blur is also present we have the deblurring problem shown in Fig-

ure 2.3 and described by (2.2) for each time instant.

Figure 2.3: Block diagram for the degradation model assumed in the case of the de-

blurring problem.

gt(x,y) = ht(x,y)⋆ ft(x,y)+ηt(x,y), (2.2)

whereht(x,y) is the degradation point spread function at time instantt and⋆ is the

convolution operation

f ⋆h= ∑
(n,m)

f (x,y)h(x−m,y−n).

In this case the corrupted image is obtained by passing the original image through

a blurring system and then adding noise to it. An example of the sort of degradation

this causes to the image is shown in Figure 2.4.

In this problem it is evident that a lot more details of the image are lost compared

to the case of just additive noise.
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(i) Original image (ii) Degraded image

Figure 2.4: Example of image degradation in the problem assumed in image deblurring.

2.2 Denoising Methods

Video denoising methods can be split up into spacial(section 2.2.1) and temporal meth-

ods (section 2.2.2) based on whether they use the temporal relationship between frames

in the video sequence or not. Although temporal methods makebetter use of this infor-

mation provided by videos they are usually more complex and require motion compen-

sation in order to avoid artifacts created when blending together pixels from different

frames.

2.2.1 Spacial Denoising Methods

Spacial denoising video methods are image denoising methods applied on each frame

separately. Typical ways of solving the denoising problem are to apply linear or non-

linear filtering to the image. This filtering can take place inboth the space or frequency

domain.

2.2.1.1 Low-pass Filtering

The most common type of filtering used in images is the linear low-pass filtering. The

simplest linear filter is perhaps the mean filter. It is based on the assumption that ad-

jacent pixels are likely to be similar to each other. It is implemented with the standard

sliding window approach using a convolution mask. The result of this convolution is

that each pixel in the image will be replaced by the average ofits eight neighbours. A

generalization of the mean filter is the space domain averaging filter, which does not
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need to weight all neighbours equally. Good examples of other spacial-domain aver-

aging filters are the 5-point weighted averaging filter and the Gaussian filter. Some of

the masks used in these filters are shown in Figure 2.5. The problem with these sorts of

filters is that they tend to blur edges and details of the scene. This problem gets worse

as the size of the convolution window increases.

(i) 2×2 convolution mask used in mean filtering (ii) 5-point weight averaging

Figure 2.5: Examples of convolution masks of space domain averaging filters

It is easier to understand how these low-pass filters work by looking at the fre-

quency components of the images. Frequencies in images correspond to the rate of

change in pixel intensities across an image. Low frequencies correspond to the large

features of an image (e.g. homogeneous regions) whereas high frequencies correspond

to rapid pixel changes that occur in an image (e.g. noise, edges). Therefore the origi-

nal image will usually have more energy in the low frequencies than in the high ones,

whereas the noise will have more energy in the high frequencies. This property can be

easily verified by looking at the frequency representation of a noiseless image taken

from our underwater recordings (Figure 2.6ii).

We can see that the red areas, which correspond to the high energy content are

situated in the centre of the plot where the low frequencies are. It is also obvious that

there are still few high frequencies that have a significant energy content.

Applying the fast fourier transform (FFT) to the degraded imageg(x,y) will pro-

duce the frequency representation of that imageG(u,v). Filtering can then be carried

out by multiplying this with the frequency response of a low-pass filter (Butterworth,

Gaussian, etc.) like the one shown in Figure 2.7 which greatly attenuates the high

frequency coefficients. This multiplication in the frequency domain corresponds to

convolution in the spacial domain according to the well known property of the convo-

lution theorem (f ⋆g= FG).

This produces an outputF(u,v) given by the following equation

F(u,v) = G(u,v)Ĥ(u,v), (2.3)
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(i) Image taken from underwater recordings (ii) Frequency representation of the image

Figure 2.6: A clean image along with its frequency representation. The red areas

denote high energy content and the blue areas denote low energy content. Frequencies

increase as we go from the middle of the plot to the edges.
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Figure 2.7: Frequency response of a Gaussian low-pass filter.

whereĤ(u,v) is the frequency response of the filter. Finally, the inverselinear

transform is applied to return to the spacial domain. Applying low-pass filtering in

the frequency domain gives a more intuitive approach due to the fact that it allows for

visualization of the frequency components.

An non-linear alternative to the mean filter is the widely used median filter, which

replaces each pixel in an image with the median of its surrounding pixels. This filter

performs better than the averaging filters for salt and pepper type noise and does not

suffer as much from blurring effects. It does however tend toperform poorly when

the number of noise pixels consist of more than half of the window pixels. A more

sophisticated version of this algorithm can be found in [3].The results of mean and

median filtering can be seen in Figure 2.8.
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(i) noisy image (ii) mean filter (3×3 mask)

(iii) mean filter (7×7 mask) (iv) median filtering

Figure 2.8: Filter performance for an image corrupted with gaussian noise with zero

mean and 0.05 variance

2.2.1.2 Patch Based Methods

All low-pass filtering techniques share a common problem that stems from their as-

sumption that natural images have more information in the low-frequencies than in the

high frequencies. Noise however will affect equally all coefficients. Thus removing the

high frequency coefficients will eliminate more noise than signal but any information

in the high frequencies is lost and any noise in the low frequencies persists.

A category of image denoising methods that is gaining popularity is that of patch

based image restoration methods. These methods try to find similar patches within

the image and use their spacial redundancy to denoise the image. This is based on

the assumption that images will contain small patches that are quite similar due to the

repetitive patterns or elongated edges in a scene. This assumption is usually valid for

most natural scenes. The first patch-based method that was created was theNon-local

meansalgorithm [4], which does not make the assumption of high frequency noise.

Non-local means gets its name from the way that it operates. It assigns a window



Chapter 2. Background 10

(patch) centred around each pixel in the image and measures the similarities between

the patches. Each pixel is then estimated as a weighted average of all the other pixels in

the image. The weighting of each pixel depends on the similarity of its patches to the

reference patch, which is determined by a distance measure.This is better understood

by the example shown in Figure 2.9.

Figure 2.9: Example showing how patch similarity affects the weighting of the aver-

age. Weighting of q1 will be larger than that of q2 due to its patch’s similarity with the

reference patch. Image taken from [4]

In this example we want to estimate the value of the pixel p as aweighted average

of other pixels in the image. It is safe to assume that NL-means will give a large weight

w(p,q1) to pixel q1 since it is evident by inspection that the patch centred around this

pixel is very similar to the patch from the reference pixel p.In correspondence with

this similarity rule, the pixelq2 will probably be assigned a small weightw(p,q2).

Therefore pixel p will end up taking a value that is much closer to q1.

2.2.1.2.1 BM3D Denoising Method The latest development in patch based algo-

rithms is the BM3D algorithm, which is currently consideredthe state of the art in im-

age denoising yielding very impressive results. The BM3D method, much like the non-

local means, uses of a distance measure to assess the similarity between two patches.

BM3D has two denoising steps in order to ensure better noise reduction.

In the first step BM3D performs an exhaustive search on the image to find similar

patches for every patch in the image. The patch size can vary and typical sizes are

8× 8, 16× 16 or 32×32. Once the similar patches have been determined they are

grouped together to form blocks. Blocks can contain overlapping patches.

Next, collaborative filtering is performed on the blocks to produce estimates of the

patches. The first stage in this collaborative filtering is toperform a linear transform

on the block so as to get its frequency representation. This transform will obviously

have to be a 3 dimensional transform since the blocks are 3D. This is followed by noise
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reduction via thresholding the transform coefficients. This is called hard-thresholding

and is a special case of magnitude thresholding. Magnitude thresholding as its name

implies compares the magnitude of the transform coefficients to a threshold and sets

them to zero if they are less. It is based on the assumption that natural images are very

likely to have only a small number of high frequency non-zerocoefficients. Noise does

not usually contain a lot of energy so it is expected that after the additive noise these

high frequency coefficients will still be rather small. Setting these small coefficients

back to zero will eliminate some high frequency components with very little signal

information but maintain high frequencies that correspondto edges. There is ,however,

a trade-off since components that contain both noise and signal will not be affected

by the thresholding some noise will still be present in the image. The inverse linear

transform is then applied to obtain the estimates of the blocks. Some representative

techniques that use magnitude thresholding can be found in [5], [6], [7].

When the collaborative filtering is finished, we get an estimate for each patch and

a number of estimates for each pixel (due to the fact that the pixel may be present in

more than one patch). In order to have a single estimate of thepixel, an aggregation

of the estimates is performed. This is a weighted average where each pixel estimate is

weighted according to the number of maintained coefficientsin its block after the hard

thresholding. This concludes the first denoising step.

The second step is basically a modified repetition of the firststep, which uses as

inputs the previous block estimates and creates blocks based on them. Similarly to the

first step, collaborative filtering is performed on the blocks only this time the filtering

is done using a Wiener filter instead of hard-thresholding. The group estimates are

obtained by performing the inverse transform and then final estimates of the patches

are made using aggregation. As mentioned earlier the purpose of the second step is

to further denoise the basic patch estimates. The whole procedure followed by the

algorithm can be seen in Fig.2.10.

Patch-based algorithms generally perform better than other methods and have the

added advantage of being easily transformed into temporal video denoising methods.

However, the exhaustive search they perform to identify similar patches usually makes

them far slower and worse for on-line applications.
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Figure 2.10: Flowchart of the BM3D algorithm showing both steps that lead to obtaining

noiseless images.[8]

2.2.2 Temporal Denoising Methods

Temporal denoising methods are better suited for video denoising because they make

use of the fact that scenes will not change too much from frameto frame but the

noise will probably not be present in the same pixels. Beforethe discovery of patch-

based methods temporal denoising methods consisted of verycomplex algorithms us-

ing wavelet filtering and some sort of motion estimation to compensate for any motion

blur from moving objects in the scene [9]. Their complexity along with their unimpres-

sive results made them unappealing and as a result applications approached the denois-

ing of video as a series of independent single frame denoising problems. After the in-

troduction of NL-means, the potential of patch-based methods for temporal denoising

was made evident. Most of the temporal patch-based methods perform searches both

in space and time to find similar patches and perform patch-based restoration using

these similarities. This is better understood by looking atFigure 2.11.

The figure illustrates how similar patches (green squares) can be found in different

frames of the sequence as well as in the same frame. Due to the nature of patch based

methods the only thing that has to be modified in order for themto work using multiple

frames is the search for similar patches. The filtering of thepatches can be the same as

the one done in spacial patch-based methods.

2.3 Deblurring Methods

Blur is a very common problem in video sequences that can be caused by a variety of

different reasons such as moving objects, unstable camerasor even due to the atmo-

sphere. Blurry images can be seen as a result of applying a filter with similar properties

to those of a low-pass filter on the original framesft(x,y) of the video. The impulse



Chapter 2. Background 13

Figure 2.11: Example showing how temporal patch-based methods find similarities be-

tween patches belonging to different frames.

response of this filter h(x,y) is also known as the point spread function (PSF) of the

blur. The output framesgt(x,y) are calculated by doing

gt(x,y) = ht(x,y)⋆ ft(x,y)

or equivalently in the frequency domain by

Gt(u,v) = Ht(u,v)Ft(u,v),

WhereGt(u,v), Ht(u,v), Ft(u,v) are the 2D fourier transforms ofg, h and f respec-

tively.

Deblurring is in fact an inverse problem, which aims at reversing the effects of the

blur PSF. If the PSF is known then the problem can be solved using what are known

as image deconvolutiontechniques whereas if the PSF is unknown thenblind-image

deconvolutionmust be applied.

2.3.1 Deconvolution Methods

The quickest and most naive way to do non-blind image deconvolution is called inverse

filtering. Inverse filtering calculates the original scene in the frequency domain as

F(u,v) =
G(u,v)
H(u,v)
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One can immediately detect a problem here asH(u,v) becomes very small 1
H(u,v) ap-

proaches infinity. This can be avoided by not allowingH(u,v) to become smaller than

a threshold, although if too many coefficients ofH are lost then the image appears

distorted. This effect can be seen in Figure 2.12.

(i) original image (ii) blurred image with an averaging filter

(iii) Deblurred with inverse filter with threshold

at 0.05

(iv) Deblurred with inverse filter with threshold

at 0.3

Figure 2.12: The effect the lower bound has on the reconstruction of inverse filtering.

As we can see if the lower bound is small enough the reconstruction is quite ac-

curate. However there is also another more significant problem associated with this

method. Inverse filtering is basically a form of high-pass filter, making it very sensi-

tive to additive noise which is almost always present in frames. This issue can be seen

in Figure 2.13 and renders inverse filtering virtually useless for real applications. A

solution to this problem is presented by Wiener filter deconvolution [10]. Wiener filter-

ing finds an optimal compromise between inverse filtering anddenoising. The Wiener

filtering is a linear estimator based on the orthogonality principle, which makes it the

optimal linear estimator with respect to the least squares error. The frequency response

of the Wiener filter is shown below

W(u,v) =
H∗(u,v)Sgg(u,v)

‖H(u,v)‖2Sgg(u,v)+Sηη(u,v)
, (2.4)
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(i) Blurred image with additive noise (ii) Result of inverse filtering

Figure 2.13: The effect that additive noise has on inverse filtering

WhereH(u,v) is the frequency response of the blur PSF andSgg(u,v), Sηη(u,v)

are respectively the mean power spectral density of the degraded imageg(x,y) and the

noiseη(x,y). A better interpretation of the Wiener filter can be obtainedby writing

(2.4) as

W(u,v) =
1

H(u,v)





‖H(u,v)‖2

‖H(u,v)‖2+
Sηη(u,v)
Sgg(u,v)



 (2.5)

It is easy to see that in the case of very high signal to noise ratio (SNR= Sηη(u,v)
Sgg(u,v)

) the

term inside the square brackets approaches 1 and the filter ends up being the inverse

filter 1
H(u,v) . As the noise at certain frequencies increases the term inside the square

brackets also drops. This shows how Wiener filtering attenuates frequencies depending

on their noise content. The result of applying Wiener filtering to a noisy and blurry

image is shown in Figure 2.14. We can see that the result of this filtering produces an

image that is much clearer than the original and has not been affected by the noise.

(i) Blurred image with additive noise (ii) Deblurred image using wiener filtering

Figure 2.14: The result of applying Wiener filtering to an image with motion blur and

additive noise

Another approach for non-blind image deconvolution considers the observed im-

age pixelsg[x,y] as realizations of random variables that can be described bya joint



Chapter 2. Background 16

probability densityP(g, f ). It then tries to find an imagef that maximizes the likeli-

hoodP(g| f ). Unfortunately this is in general an ill-posed problem. A solution to this

problem is to introduce additional constraints onf . Some methods do this by introduc-

ing a prior distribution for the clean imageP( f ), which incorporates any knowledge

we have aboutf . Due to this prior these methods are calledBayesian deconvolution

methods[11]. The posterior distribution can then be computed usingBayes rule as

follows.

P( f |g) ∝ P(g| f )P( f ) (2.6)

In order to find the most likely imagef from this distribution we have to calculate

its mean. However, this is a multi-dimensional distribution whose integral is hard

to compute analytically. Therefore sampling methods such as the Gibbs sampler or

Metropolis-Hastings are used to estimate the mean.

Finally there is also the regularization approach for doingnon-blind image decon-

volution. This approach tries to solve the following regularized minimization problem

(penalizing large values off), wheref, g are the clean and observed images written in

vector form andK is a blurring matrix.

min
f

‖Kf−g‖2+α‖f‖2
, (2.7)

It therefore tries to find the original imagef that after the blur is closest in the least

square sense to the obseved imageg.

2.3.2 Blind Deconvolution Methods

Wiener filtering requires a significant amount of knowledge of the system. It assumes

that the power of the noise is known but more importantly it requires exact knowledge

of the blurring PSF. In most real applications, however thisinformation is unavailable

or is hard to obtain. This is the reason why blind deconvolution techniques have been

widely researched. Some of the most representative methodscan be found in [12], [13]

,[14].

There are two ways to perform blind image deconvolution. Oneway is to extract

the blur PSF based on exterior information and then proceed to perform non-blind

deconvolution using the aforementioned techniques. In this case a parametric blur

model may be used to identify the most likely PSF from the observation. The other

approach tries to simultaneously estimate the PSF and original image. Most algorithms

that do this use an alternating approach to iteratively identify the PSF and the image.
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Blind image deconvolution is an extremely ill-posed problem because it requires to

solve the following equation

g(x,y) = h(x,y)⋆ f (x,y)+η(x,y),

which has as unknowns the blurring PSFh and the clean imagef . Multiple image blind

deconvolutionmethods try deal with this problem by usingm independent observations

of the scene. The problem is therefore described by the following system of equations.

g1 = h1⋆ f +η1(x,y)

g2 = h2⋆ f +η2(x,y)

...

gm = hm⋆ f +ηm(x,y)

(2.8)

By doing this these methods now only have to solve a system of mequations with

m+1 unknowns, which is more well-posed. A variation of the multiframe approach

proposed in [1] will be used in this project and is analysed inSection 3.4.
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Methodology

In this chapter we describe a method to perform video restoration on the underwater

surveillance problem described in Chapter 1. This method can be split into the two

steps of denoising and deblurring. The details of the algorithm are described and the

motivation behind the key design decisions is explained. Aneffort has been made

to use as much information from past frames as possible without making the method

insensitive to gradual changes of the scene.

3.1 General Algorithm Description

Our temporal restoration method relies on the fact that the scene in sequential frames

does not change too much. In our underwater recordings, frames sometimes have a lot

of activity due to fish that are swimming in the sea. The first aim in the frame restora-

tion is to extract as much information about the scene as possible, which is difficult to

do when the fish are present. This is the reason why a background subtraction algo-

rithm is used as a preprocessing step to remove fish from the scene. This will aid in

both the denoising and deblurring of the scene.

The dirt on the camera lens seems to create non stationary local blurs in the frames.

In addition some noise is present from the camera quantization or floating particles.

This problem could be treated as a deblurring problem but as demonstrated in Section

2.3 the presence of noise affects the quality of the deconvolution algorithms. Therefore

first a denoising step is added in order to improve the qualityof the deblurring. This is

why emphasis is put on removing the noise without introducing too much additional

blur. The algorithm chosen for the noise removal is a patch-based method which uses

patches taken from multiple frames. As seen in Figure 3.1 this denoising algorithm

18
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will have as inputs the frames produced after applying the background subtraction

algorithm on the recordings.

It was mentioned in Chapter 1 that the blur in the sequence can’t be considered sta-

tionary as it is affected by the water currents and any motionin the scene. Nonetheless,

the blur in sequential frames can be considered similar. ThePSFs that are responsible

for the blurring of each frame in the recordings are unknown so a blind deconvolu-

tion technique must be used. The multiframe blind deconvolution method from [1]

was chosen for the deblurring. This deblurring was applied to a dictionary containing

recent frames produced by the denoising stage mentioned above and produces an es-

timate of the original scene as well as estimates of the blur PSFs for each frame. It

is possible to incorporate information from past clean frames by adding them to the

dictionary as shown in Figure 3.1.

Finally, once the PSF estimates of the blur are available they are used to restore the

foreground via non-blind deconvolution. The deblurred foreground is then replaced

onto the original image estimate. The entire procedure of the method can be seen in

Figure 3.1.

Figure 3.1: Steps followed by the proposed method to obtain the reconstructed frames

of the video

3.2 Background Subtraction

The fish that are swimming in the frames generally obstruct areas of the scene and

are very mobile so they can’t be considered part of the background. In order for the

method that is proposed in this chapter to work, the fish have to be removed so that
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they do not interfere with the process identifying the blur PSF. Once the PSFs have

been estimated the fish can also be deblurred using non-blinddeconvolution, assuming

that they are affected by approximately the same blur as the scene.

There are various background subtraction techniques that can be used to obtain

the foreground in cases where a static camera is observing a scene. The background

subtraction algorithm that is used here for achieving this is the one proposed in [15].

This method builds a statistical model for the background scene and classifies the pixels

that do not fit the model as foreground. The classification canbe done based on the

following thresholdR.

R=
p(BG|x(t))

p(FG|x(t))
=

p(x(t)|BG)p(BG)

p(x(t)|FG)p(FG)
(3.1)

The prior probabilities of the foreground and background (p(FG) andp(BG)) are

set accordingly depending on the knowledge we have of the recorded scene. The den-

sity p(x
(t)
|FG) can be set to uniform if nothing else is known about it. Whether a pixel

corresponds to background or foreground is determined by the following decision rule

p(x(t)|BG)> cthr, (3.2)

wherecthr is a threshold that can be tuned.

The background model is trained on a set of past imagesX . This estimated model

P(x(t)|X (t),BG) is assumed to be a mixture of Gaussians as shown below

P(x(t)|X (t)
,BG) =

M

∑
m=1

πmN (x,µm,σmI) (3.3)

Modelling with a multi-modal distribution allows us to account for cases where the

background is not stationary but is characterized by small jitter. This is ideal for the

scene of our problem, which is affected by underwater currents. This method is also

adaptive and is able to cope with changes in the scene illumination and the introduction

or removal of background objects. To do this the training setis updated by the addition

and removal of images. A suitable time period T is chosen and atraining set is formed

X (t) = {x
(t)
,x

(t−1)
. . .x(t−T)}. At every time instant the training setX (t) is updated and

the conditional probabilityP(x(t)|X (t),BG) is recalculated. The parameters for the

number of components as well as the number of frames kept in the training set were

decided by performing a grid search and judging based on a visual assessment of the

masks. The number of gaussians used was 5 and the training setcontained 100 frames

at each time instant.
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This method produces a mask of the foreground which containsspeckles due to

some pixels being falsely classified as foreground. The maskis then cleaned by

performing the open binary operation (erosion followed by dilation of pixels) twice.

Sometimes the fish are not fully detected by the algorithm so once the image is cleaned

from the speckles the binary operation close (erosion followed by dilation of pixels)

is performed three consecutive times to ensure full detection of the fish. This means

that the mask sometimes also contains part of the backgroundnear the fish. However,

this is still preferable to having fish present in the image, which would deteriorate the

performance of the denoising and deblurring. The results ofthe background subtrac-

tion can be seen in Figure 3.2. The algorithm has correctly identified the fish on the

(i) Clean frame (ii) Mask with speckles (iii) Cleaned mask

Figure 3.2: Resulting mask obtained by the background subtraction algorithm in both

the clean and dirty version.

left of the image, although it has also detected some of the background as well. It

must be noted that the background subtraction improves its model with time so after

some frames it will very accurately detect the fish (this is shown in the case of additive

noise below). The background subtraction was also tested onthe blurred frames with

slightly less accurate results. The results for a blurred frame can be seen in Figure 3.3

The background subtraction also works when noise is presence although it requires

a larger transition period until the mask is accurate. Masksfrom two different frames

corrupted by artificial white gaussian noise with 20 units ofvariance are shown in

Figure 3.4.

As we can see although the foreground is not correctly detected at the start of the

sequence it improves and by the 100th frame it is very accurate. This transition period

is not long considering that it corresponds to 4 seconds in a video which runs for hours.
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(i) Clean frame (ii) Mask of foreground

Figure 3.3: Clean mask obtained from using the algorithm on a blurry frame.

(i) Noisy 10th frame of the sequence (ii) Mask of the 10th frame of the sequence

(iii) Noisy 100th frame in the sequence (iv) Mask of the 100th frame of the sequence

Figure 3.4: Improvement of the model of the background subtraction algorithm with

time. Masks of noisy frames improve with time as the model gets trained on more and

more data.

3.3 Denoising Step

The goal for the denoising stage is to create a method that uses the past frames of

the sequence. It is reasoable to assume that noise will not affect in the same pixels

over time, which is why we expect a temporal method to be better as far as denoising

is concerned. A patch-based algorithm is proposed due to thesimplicity with which
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it can be modified to deal with videos. The stages of this step are explained in the

following sections.

3.3.1 Grouping Stage

Typical variations of the BM3D algorithm used for video denoising usually substitute

the spacial search for similar patches with a temporal-spacial search [16]. This search

can be very computationally expensive and is usually narrowed down to a smaller area

to improve the speed of the algorithm. In the surveillance problem however it is fairly

certain that the scene being monitored does not change very much with time. It is safe

to assume that patches located in the same place in differentframes will be similar.

We therefore propose a method that does not search for similar frames but instead

groups together patches that are located in the same area at different frames. In order

to produce a method that is adaptive and can cope with gradualnatural changes in the

scene such as lighting changes or slight swaying of the scenery blocks were created

using a dictionary containing only a few of the latest frames.

The aforementioned similarity assumption is invalid if there are fish present in the

patches. The background subtraction is responsible for finding any fish and removing

them. Initially the idea of not including patches with fish inthe groups was tested but

this sometimes resulted in having groups with no patches dueto the constant presence

of fish. This meant that the group-based filtering couldn’t beapplied. It was therefore

decided to keep all the patches but replace the foreground pixels in them with the

median of the pixel values of another dictionary that is initially larger than the one

used for the grouping.

In general, this approach greatly decreases the complexityof the algorithm by

avoiding the computationally demanding search step and provides us with almost iden-

tical patches within a block. An example of patches that are grouped together using

this method can be seen in Figure 3.5.

It is evident from the figure that the blocks grouped by this method look very sim-

ilar. The blocks that were generated did not contain overlapping patches for simplic-

ity. The classical BM3D algorithm uses overlapping patchesto generate more similar

patches, however in the case of the surveillance problem this is rarely an issue since

there are many similar patches.
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Figure 3.5: Patches found within the same block using the grouping algorithm.

3.3.2 The Collaborative Filtering Stage

The second stage in the denoising step is that of collaborative filtering and is basically

the stage where the noise reduction takes place. Once the blocks are obtained a 3D

linear transform is applied to each block in order to get the frequency representation of

the image. There are multiple linear transforms that can be used but it is convenient to

use a separable transform. Separable means that the N dimensional transform can be

calculated as a separable product of N sequential 1D transforms along each dimension.

The transform that was chosen was the Discrete Cosine Transform (DCT) who’s 2D

version is shown below

Xk1,k2 =
N1−1

∑
i=0

N2−1

∑
j=0

xi, j cos

[

π
N1

(

i +
1
2

)

k1

]

cos

[

π
N2

(

j +
1
2

)

k2

]

. (3.4)

It is evident from (3.4) that the DCT is separable, which allows for the calculation

of the 3D DCT as one 2D DCT for each patch in the block and one 1D DCT along the

“temporal” dimension of the block.

Once the transform coefficients have been found they are compared to a threshold

λthr and if they are smaller they are set to zero. This is the same hard-thresholding used

in the classical BM3D algorithm, which helps attenuate the noise. The parameterλthr

depends on how much smoothing we wish to apply. Large values of λthr will mean
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better denoising but more blurring of the edges and small values ofλthr will result in

persistent noise. The optimal value forλthr for most cases was found to be 0.12.

Finally the denoised blocks are obtained through the inverse linear transform. The

filtering procedure described above is used in the case of gray scale images. In the

case of color images the collaborative filtering must be applied to each color channel

separately. The choice of colorspace for the images does notaffect the algorithm so

the standard RGB was used.

3.3.3 Aggregation Stage

The blocks obtained after the collaborative filtering contain the estimates of their

patches. The easiest way of reconstructing the denoised image would be to concatenate

the patch estimates that correspond to the current frame. The result of this operation

can be viewed in Figure 3.6.

Figure 3.6: Reconstruction of a frame using only the patch estimates from the block

that correspond to that frame. The resulting image suffers from artifacts.

It is immediately noticeable that the noise has been successfully dealt with. The re-

construction, however seems to have slightly unnatural transitions from patch to patch.

This happens because blocks will have a different number of retained coefficients de-

pending on the homogeneity and the amount of noise that is present in them. Some

blocks will therefore lose more detail than others. This effect is usual for patch based

methods using magnitude thresholding. For this reason aggregation of the patches sim-

ilar to the one in BM3D is performed. One can consider this aggregation as a form of

weighted averaging of pixels that are in the same position but in different patches of
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a block. In the case of non-overlapping blocks then weights will be equal and this

will be the same as applying smoothing via a mean filter for each pixel across multiple

frames. The effects of this averaging are shown in Figure 3.7.

Figure 3.7: Reconstruction of a frame using aggregation of all the patch estimates of

the blocks.

3.4 Deblurring Step

Once the frames have been denoised then the deblurring step can take place. For this

step we use the algorithm proposed in [17] and [1]. This algorithm is a multi-frame

blind deconvolution method that makes use of multiple images of the same scene taken

from slightly different angles (slightly misaligned images). This method was chosen

for two reasons. Firstly, it can be used with consecutive frames from our recordings as

well as clean frames. Using clean frames allows for better estimation of the image as

well as the blur. Secondly, it accounts for any swaying motion and minor changes in

the scene caused by underwater currents in the scene.

3.4.1 Method Description

It was mentioned previously that this deblurring method uses a dictionary of recent

frames from the video in order to deblur the current frame. Itis therefore required

to solve the following ill-posed system of equations for allPSFsh1,h2 · · ·hm and the

original imagef .
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g1 = h1⋆ f +η1(x,y)

g2 = h2⋆ f +η2(x,y)

...

gm = hm⋆ f +ηm(x,y)

(3.5)

In order to solve this system the method imposes certain constraints to the problem by

minimizing a regularized energy function shown below.

E( f ,h1, · · ·hm) =
1
2

m

∑
i=1

‖hi ⋆ f −gi‖
2+λQ( f )+ γR(h1, · · ·hm), (3.6)

whereQ( f ) andR(h1, · · ·hm) are regularization terms that impose constraints on the

original image and PSFs respectively. The parametersλ andγ are positive numbers

which penalize the solutions off andhi . In order to find the a minimizer of (3.6)

alternate minimizations ofE are performed with respect tof andh1, · · ·hm. The terms

Q( f ) andR(h1, · · ·hm) are chosen to be quadratic and therefore convex, which makes

finding the derivatives∇
f
E and ∇

h
E easier. This helps the alternating minimization

algorithm (AM) perform a variation of steepest descent in order to minimize the energy

function.

AM first descends in the image subspace until it reaches a minimum(∇
f
E = 0) and

then performs optimization in the blur subspace in a direction that is orthogonal to

the one it had previously. This is repeated until convergence. The iterative steps are

summarized by the equations shown below

• 1st step:f n = argmin
f

E( f n−1,{h1, · · ·hm}
n−1)

• 2nd step:{h1, · · ·hm}
n = arg min

{h1,···hm}
E( f n,{h1, · · ·hm}

n−1)

These two equations end up being linear and are easy to solve.The energy function

is not a convex function with respect tof andhi so it is not guaranteed to converge

to a global optimum. In the first step of AM, the minimization is done using the

conjugate gradients method and then the solutions are filtered by the constraints. The

second step involves calculating the blur PSF, which is muchsmaller in size than the

image and therefore can be performed as a constrained minimization without being too

computationally demanding.

The values of the regularization parametersλ and γ can be determined through

analysis but in our case are tuned manually to suit the problem at hand via visual
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assessment of the output frames. The optimal values of theseparameters vary from

problem to problem and have to be tuned for each sequence.

It must be noted that this method assumes that the size of the PSFs is known.

However the method will still function well if the size is overestimated (the extra coef-

ficients will be very close to zero), although there is the fear of over-fitting. However

if the size is underestimated then the method will not be ableto deal with the problem

well. Fortunately the size of the PSFs can also be tuned via visual assessment.

Once the blur PSF has been estimated it can be used to deblur the foreground that

was removed by the background subtraction. This assumes that the fish will have been

blurred in the same way as the rest of the image. The deblurredforeground is then

overlaid on top of the deblurred frame to produce the final estimates.

3.4.2 Method Variations

The above method can be implemented as described in the previous section to deblur

the frames, however some different variations of the methodwere also considered.

3.4.2.1 Patch Based Variation

The first variation of the method tries to adopt a patch based approach by dividing the

frames into patches and forming blocks using the corresponding patches from other

frames in the dictionary. It then proceeds to apply the deconvolution algorithm on

each block separately to produce an estimate of the block as well as an estimate of

the local PSF. The reason behind this decision was to deal with the local blur that is

present in some sequences. Due to the fact that both local andglobal blur were present

in our dataset (Figure 3.8) the developed algorithm gives the user the choice between

patch-based or whole-image deconvolution.

The subject of local blur is a very difficult one, which has notyet been researched.

The problem with local blur is that it is most likely caused bymultiple PSFs that

operate on small patches of the image. If the blind image deconvolution algorithm is

applied to the whole frame then it will try to attribute the blur that is present in the

image to only one PSF. This is futile since the same PSF can’t be responsible for a

blurry part of an image as well as a non blurry part. This is thereason why it is worth

trying to use a patch based approach.
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(i) Frame with global blur (ii) Frame containing local blur

Figure 3.8: Examples of local and global blur in the recordings.

3.4.2.2 Variation using Clean Frames

The second variation of the algorithm is based on the fact that knowledge of when

the camera was last cleaned is available. Therefore, clean frames can also be inserted

in the deblurring algorithm’s dictionary so as to extract more information about the

scene. By adding a clean frame we hope to influence the algorithm in producing a

reconstruction that is closer to the it. This can only be doneif the algorithm correctly

understands that the clean frame is indeed close to the original scene and thus assigns

to it a function that is close to the Dirac Delta, since convolution of any signal with the

Dirac Delta produces the same signal.

If the method described in section 3.4.1 is used as it is, it will produce estimates of

the PSFs and the original scene that are directly influenced by the clean frame. Thus,

estimate of the original scene will end up being an average ofthe deblurred frames

and the clean frame. It would be preferred ,however, if our estimate of the original

scene is not directly influenced by clean frames. The reason is that clean frames are

taken from too far in past and do not reflect the current situation of the seabed. This

would make our algorithm insensitive to any minor changes inthe scenery such as

slight movements and illumination changes.

A more indirect way for using the information of the clean frames must be found.

It is proposed that only the PSF estimates, obtained by the multi-frame deconvolution

algorithm, be used and not the estimate of the scene itself (since it contains part of the

clean image). The PSF estimate of the blur in the current frame can then be used in

conjunction with the current blurred frame to produce an estimate of the original scene

via non-blind deconvolution. This way the clean frame affects our estimate of the
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original scene indirectly through the blurring function. Any changes in the illumination

or any details that were present in the blurry frames will therefore be maintained. The

reconstruction that is obtained from directly using the clean frames in the estimate and

the reconstruction that indirectly uses the clean frames can be seen in Figure 3.9.

(i) Reconstruction obtained from directly using

the clean frames in the estimate.

(ii) Reconstruction obtained from indirectly us-

ing the clean frames in the estimate.

Figure 3.9: Examples of reconstructions obtained from i)directly ii) indirectly using clean

frames.

The reconstruction that is obtained directly from the cleanframes seems better

than the one that indirectly uses them. However, this resultis artificial and is caused

by the averaging of the clean and blurry frames(this is why some of the local blur also

disappears). In order to produce an adaptive algorithm thatcorrectly represents the

current state of the scene the indirect approach must be used, which does not produce

much inferior results.
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Experiments and Evaluation

In this chapter the experiments held with the proposed method will be presented and

assessed. Experiments were held to show the performance of the proposed method on

the blurry sequences. Additional tests with artificial deterioration were also held to

determine the performance of each stage in our method (denoising/deblurring). The

outline of the chapter is as follows. First the denoising algorithm will be tested on sets

with generated noise and compared to other methods. Then theperformance of the

deblurring algorithm is assessed for frames that were corrupted by artificial local and

global blur. Finally the results produced by the whole algorithm on our real data will

be presented and discussed.

4.1 Methods of Evaluation

It is very important to establish a measure with which to evaluate the quality of the

video reconstruction. When assessing the quality of framesone must usually have an

idea of what the original noiseless frames look like. The more similar the reconstructed

video is to what is assumed to be the original sequence the better the quality it has. Two

videos are considered similar if their respective frames are identical on average.

If we possess the original clean frames then we can use measures such as the Mean

Squared Error (MSE) or Peak Signal-to-Noise Ratio (PSNR) toassess the quality if the

reconstruction. These measures are termed “objective” dueto the fact that they do not

depend on human judgement, which varies depending on a persons personal aesthetics,

but are based on a pixel by pixel differences of the frames.

The mean squared error (MSE) has been the most widely used quantitative perfor-

mance metric in signal processing. It is computed accordingto formula (4.1).

31
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MSE=
1

NM

N

∑
i=1

M

∑(
j=1

Soriginal(i, j)−Sreconstructed(i, j))2 (4.1)

PSNR is another form of the MSE whose use is even more widespread for image

applications. The formula for this is seen in (4.2).

PSNR= 10· log10

(

MAX2
I

MSE

)

, (4.2)

whereMAXI is the maximum pixel value in the image. The MSE is widely usedin

signal processing due to its simplicity, the fact that it is parameter free and inexpensive

to compute. It is also a natural way to describe signals because it represents the energy

of the signal. PSNR and MSE are different forms of the same thing although the reader

must be careful to notice that while a low MSE signifies a better similarity the opposite

holds for PSNR (a high PSNR is better).

It must be mentioned that there are many cases where MSE/PSNRare wrong in

assessing the quality of an image. This stems from the fact that they are based on

pixel by pixel differences. Thus the are affected by severalfactors such as illumination

changes, translation etc. This can be understood via an example from [18] shown in

Figure 4.1.

This example shows why relying only on “objective” metrics might not be the

correct thing to do when judging the quality of the reconstruction. For this reason

examples of frames will be presented to back up any claims about quality. Surveys

where also conducted with people who judged the quality of the image. Of course

when the data permits the PSNR will also be presented.

4.2 Denoising Experiments

Our denoising algorithm was tested on several sequences with varying amounts of

blur that where corrupted by additive noise in order to determine how well it performs

against other popular denoising techniques. Due to the factthat the noise levels in the

initial video were not very high the denoising experiments were held with frames that

where artificially corrupted by noise. This also allows for comparison of the results of

the denoising with the original frames. Experiments were held using various types of

noise and noise levels. The proposed denoising algorithm iscompared to the median

filter (using a 3-by-3 neighbourhood) and the BM3D method. These two denosing

methods where chosen for the comparison because of the fact that they are the state of
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Figure 4.1: Comparison of image fidelity measures for Einstein image altered with differ-

ent types of distortions. (a) Reference image.(b) Mean contrast stretch. (c) Luminance

shift. (d) Gaussian noise contamination. (e) Impulsive noise contamination. (f) JPEG

compression. (g) Blurring. (h) Spatial scaling (zooming out). (i) Spatial shift (to the

right). (j) Spatial shift (to the left). (k) Rotation (counter-clockwise). (l) Rotation (clock-

wise) taken from [18]

the art spacial denoising methods for different types of noise. Our proposed denoising

algorithm has to make use of the background subtraction to remove the fish from the

image. The fish were then replaced for the comparison with theoriginal frames. All

the images used in these experiments had pixel intensities stored as double precision

floating point numbers in the range of[0,1].
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4.2.1 Experiment with Additive Gaussian Noise

4.2.1.1 Frames Corrupted by Weak Noise

In this experiment a sequence of frames was corrupted with additive zero-mean gaus-

sian noise with a standard deviation of 0.041 . The chosen test sequence contained 400

frames and was assessed using the Mean Peak Signal-to-NoiseRatio. The results are

shown in Table 4.1 and Figure 4.22 .

Algorithm MPSNR (R channel) MPSNR (G channel) MPSNR (B channel)

BM3D 35.8792 dB 36.4760 dB 36.4194 dB

Median filter 25.5234 dB 25.5068 dB 25.5633 dB

Proposed method 32.8452 dB 33.5798 dB 33.5922 dB

Table 4.1: PSNR of the tested methods for each channel averaged over 400 frames

The results show that the patch based methods clearly outperform the median filter.

The proposed variation of BM3D gives a slightly worse PSNR compared to the clas-

sical BM3D algorithm. The difference between the PSNR of thetwo images is small

enough so that it does not signify that one is necessarily better than the other. In fact

the difference could be attributed partly to the fact that our proposed method is highly

dependent on the background subtraction. If the backgroundsubtraction fails then the

fish that will be present in the patches will affect the denoising and the PSNR. This

phenomenon is very rare although there are some frames especially in the beginning

of the sequence ( where background subtraction is still not very accurate) where this

happens. An example of a case where the background subtraction fails is shown in

Figure 4.3.

In order to obtain a qualitative measure for the quality of the reconstructions a

survey was held where people where shown frames of each reconstruction and where

asked to vote for the one that was closest to the original. In total 11 people were shown

frames of the original sequence and frames that were produced using each of the meth-

ods and to choose the method that produced the closest reconstruction to the original.

Frames were chosen so that they did not contain significant errors from the background

subtraction. The survey revealed that 55% of those asked prefered the reconstruction

of the classicl BM3D, followed by 45% who chose our proposed approach. Median

filtering received no votes.

1Images have pixel intensities in the range [0,1]
2The average PSNR for all three channels is presented for simplicity when they are all similar.
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(i) Original frame taken from underwater

recordings

(ii) Frame corrupted by zero-mean gaus-

sian noise with a standard deviation of 0.04.

PSNR=+27.72dB

(iii) Denoised frame using BM3D.PSNR=

+34.62dB

(iv) Denoised frame using median filtering

PSNR=+28.27dB

(v) Denoised frame using the proposed method

PSNR=+34.88dB

Figure 4.2: Example of denoising of a frame from the sequence for the proposed

method, BM3D and median filtering
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(i) Frame denoised with bad background sub-

traction PSNR=+25.31dB

(ii) Intensity image of pixel by pixel difference

for cases when the background subtraction

fails

Figure 4.3: Example showing how a non detected fish causes bad image reconstruction

4.2.1.2 Frames Corrupted by Strong Noise

In order to test the denoising capabilities of our algorithmfurther it was tested on a very

noisy sequence and its performance was compared to other denoising methods. Frames

were corrupted with an additive zero-mean Gaussian noise with a standard deviation

of 0.08. By adding more noise we can also test the robustness of the background

subtraction. The PSNR was not measured for the initial frames where the background

subtraction was still initialising. The mean PSNR of the last 200 frames in a sequence

of 400 is shown in Table 4.2. An example of the noisy and denoised frames from each

method can be seen in fig:examples 2nd experiment.

Algorithm MPSNR (R channel) MPSNR (G channel) MPSNR (B channel)

BM3D 31.8202 dB 32.2101 dB 32.1059 dB

Median filter 21.5965 dB 21.6732 dB 21.7424 dB

Proposed method 31.9018 dB 32.3546 dB 32.3765 dB

Table 4.2: PSNR of the tested methods for each channel averaged over 200 frames

Once again the results show that median filtering is far worsethan the patch based

methods producing a very blurry result that is still affected by noise. Our proposed

variation of BM3D performs similarly to the classical BM3D approach. The mean

PSNR for our method is slightly better than that of the BM3D approach, although

once again this difference is negligible. This is why we havealso resorted to a survey
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(i) Original frame taken from underwater

recordings

(ii) Frame corrupted by zero-mean gaus-

sian noise with a standard deviation of 0.08.

PSNR=+25.05dB

(iii) Denoised frame using BM3D.PSNR=

+31.17dB

(iv) Denoised frame using median filtering

PSNR=+26.58dB

(v) Denoised frame using the proposed method

PSNR=+33.1dB

Figure 4.4: Example of denoising of a frame from the sequence for the proposed

method, BM3D and median filtering (3×3neigbourhood)
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where it was revealed that 64% of those asked prefered our proposed approach to the

other methods. The classical BM3D received 36% of the votes and median filtering

received no votes. It is interesting to note that the mean PSNR our approach was not

affected as much as the others by the increase in noise. The experiment with salt and

pepper noise that follows will explain why this happens.

4.2.1.3 Results for Various Sequences

In order to get a better understanding of how the denoising performs for various se-

quences and with different levels of noise a series of experiments were performed. The

PSNR for the three methods that were tested are shown in Table4.3.

Data set BM3D Median filter Proposed method

1 35.1287 dB 24.8604 dB 28.1805 dB

2 30.8360 dB 21.4010 dB 27.7212 dB

3 36.6946 dB 26.4626 dB 30.1201 dB

4 32.7210 dB 21.8886 dB 29.5727 dB

5 38.7728 dB 26.9526 dB 36.0280 dB

Table 4.3: PSNR for the denoising methods tested on various datasets.

The results are similar across all the recordings. The classical BM3D approach

usually has a slightly larger PSNR than our proposed method which can partially be

explained by the failing of the background subtraction for certain frames. In order to

provide a more subjective qualitative assessment a survey similar to the ones performed

in the previous sections was held for each data set. The results of the surveys that were

held for the qualitative assessment of the frames are shown in Table 4.4.

The surveys reveal that for the majority of the tests our proposed method produced

Data set BM3D Median filter Proposed method

1 28% 0% 72%

2 36% 0% 64%

3 45% 9% 56%

4 36% 0% 64%

5 56% 0% 44%

Table 4.4: Percentages of people who voted for each of the competing methods.
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a more aesthetically pleasing result, although the number of people that preferred the

the classical BM3D method is not negligible. The main problem that people found

with the classical BM3D approach was that it tended to blur the details in the scene a

bit more than our approach. This can be attributed to the factthat the classical BM3D

groups together patches that may be vary slightly in some details and these details

might be lost during the filtering stage.

4.2.2 Experiments with Salt and Pepper Noise

This experiment deals with the removal of salt and pepper noise. This noise consists

of random light and dark pixels appearing in the images. Thistype of noise is typically

caused by timing errors in the digitization process. The methods were all tested in

a sequence of 400 frames that were corrupted by “salt and pepper” type noise which

affected 2 percent of the frame pixels. An example of a noisy frame and denoised

frames from each method can be seen in Figure 4.5.

Algorithm MPSNR (R channel) MPSNR (G channel) MPSNR (B channel)

BM3D 27.1202 dB 26.2101 dB 26.1059 dB

Median filter 19.5965 dB 18.6732 dB 18.7424 dB

Proposed method 30.9018 dB 30.3546 dB 31.3765 dB

Table 4.5: PSNR of the tested methods for each channel averaged over 200 frames

It is evident from the above examples that the classical BM3Dcan’t cope with the

“salt and pepper” noise. This happens because “salt and pepper” noise consists of

outliers that will greatly affect the grouping stage of the classical BM3D. Due to the

fact that BM3D fails in its search to find similar patches it either can’t create blocks or

creates blocks of patches that are not very similar. The median filtering is known to be

one of the best methods for dealing with “salt and pepper” noise. However, as we can

see the proposed approach also deals well with the noise. This happens because groups

are formed without performing a search. Once the blocks are formed then the noise

will be filtered out during the hard-thresholding stage of our algorithm. In addition

our approach manages to better maintain the details of the frames compared to median

filtering. A survey held with 11 people revealed that our 70% of those asked preferred

our proposed approach to that of median filtering, which received 30% of the votes.

The classical BM3D method as expected received no votes.
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(i) Original frame taken from underwater

recordings.

(ii) Frame corrupted by “salt and pepper” noise

with a density of 2%. PSNR=+25.05dB

(iii) Denoised frame using BM3D.PSNR=

+26.17dB

(iv) Denoised frame using median filtering

PSNR=+19.58dB

(v) Denoised frame using the proposed method

PSNR=+32.1dB

Figure 4.5: Example of denoising of a frame from the sequence for the proposed

method, BM3D and median filtering (3×3neigbourhood)
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4.3 Deblurring experiments

In order to test our deblurring algorithm we conducted experiments using the denoised

non-blurry frames, which contained no fish, obtained from the previous steps. Then

various types of artificial blur were added to them. Experiments where conducted with

both artificial global and local blur.

4.3.1 Performance on Artificial Global Blur

This section presents experiments that were performed on frames that were corrupted

by adding artificial global blur. In order to cover most casesof blur that might have

occurred in our frames, experiments were held for three different types of global blur.

The first type of blur is one that has a Gaussian PSF that stays the same throughout

all the frames of the video. The second type of blur examines the possibility of a PSF

that is close to Gaussian but exhibits some deviation from frame to frame. Finally, the

last experiment deals with the case of motion blur, where thedirection of the motion

changes from frame to frame.

4.3.1.1 Gaussian Blur throughout all Frames

In this experiment we blurred three of our denoised frames containing no foreground

and blurred them with the same Gaussian PSF with a variance of1 and corrupted by

zero-mean Gaussian noise with a variance of 0.0001. We call this a global blur because

it is not limited to a section of the image but affects the entire image. The effects of

this blur as well as the deblurred image we get from the proposed method are shown

in Figure 4.6.

The reconstruction seems to be quite sharp and similar to theoriginal and has a

PSNR that is larger than that of the corresponding blurry frame. It is expected that the

algorithm will have also recovered the PSF of the blur. An example of the recovered

PSFs is shown beside the original PSF of the blur in Figure 4.7. From the comparison

of these two images we can see that the algorithm has managed to correctly estimate

the form of the PSF. The two PSFs were compared by the pixel-by-pixel measures and

were found to have a MSE of 0.0024 and PSNR of+40.14dB.
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(i) An example of a non blurry denoised frame

corrupted by gaussian blur and additive gaus-

sian noise

(ii) The blurred and noisy frame. PSNR=

+21.9dB

(iii) Deblurred frame using the proposed ap-

proach. PSNR+26.94dB

Figure 4.6: Example demonstating the restoration we get when dealing with frames

corrupted with the same global blur.

(i) PSF of the blur that was applied to the

frames.

(ii) Estimated PSF of the blur using the pro-

posed method.

Figure 4.7: Comparison between the estimated PSF and the actual PSF of the blur.
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4.3.1.2 Frames Blurred by Varying Gaussian Blur

In this experiment the Gaussian PSF generated from the previous step was corrupted by

additive noise to produce three similar blur PSFs that wouldbe applied to each frame

in the sequence. The frames where also corrupted by adding zero-mean Gaussian noise

with a variance of 0.0001. This experiment is closer to our assumption that the blur

may change slightly from frame to frame. The blur PSFs produced this way can be

observed in Figure 4.8 along with the effect they have on the frames of the dictionary.

(i) Blur PSF of the 1st frame

in our deblurring dictionary.

(ii) Blur PSF of the 2nd frame

in our deblurring dictionary.

(iii) Blur PSF of the 3rd frame

in our deblurring dictionary.

(iv) Blurred frame corre-

sponding to the 1st frame in

our deblurring dictionary.

(v) Blurred frame corre-

sponding to the 2nd frame

in our deblurring dictionary.

(vi) Blurred frame corre-

sponding to the 3rd frame in

our deblurring dictionary.

Figure 4.8: Blur PSFs produced by adding noise to a Gaussian blur PSF. The resulting

blurred frames based on the PSFs.

These PSFs are all generated based on the same Gaussian blur but are slightly

different between them. This results in frames being blurred in a slightly different

manner. An example of how a reconstruction is obtained usinga dictionary with the 3

blurred frames shown in Figure 4.9.

The results show that the algorithm managed to reverse the effects of the blur and

produce frames that are quite similar to the original. The estimated PSFs that corre-

spond to those in Figure 4.8 are shown in Figure 4.10.

It is evident that the PSFs recovered by the proposed method have captured the
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(i) An example of a clean denoised frame. (ii) The blurred and noisy frame. PSNR=

+27.76dB

(iii) Deblurred frame using the proposed ap-

proach. PSNR+31.19dB

Figure 4.9: Example demonstating the restoration we get when dealing with frames

corrupted slightly varying global blur.

(i) Estimated PSF for the blur

of the 1st frame in our deblur-

ring dictionary.

(ii) Estimated PSF for the blur

of the 2nd frame in our de-

blurring dictionary.

(iii) Estimated PSF for the blur

of the 3rd frame in our deblur-

ring dictionary.

Figure 4.10: Blur PSFs estimated by the proposed method.
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structure of the original PSFs well. The PSNR for each PSF estimate was found to be

around 35dB. Which means that each PSF was quite accurately estimated.

4.3.2 Experiments with Artificial Local Blur

A problem with the underwater recordings is that sometimes alarger amount of dirt

gathers only on specific areas of the camera. This causes a strong local blur (similar to

fog) in some parts of the frame. The fact that there are clear patches as well as blurry

patches in the same frame makes it hard for deblurring algorithms to estimate a single

blur PSF for the whole image. For this reason it was decided toexperiment using a

patch based variation of the proposed multi-frame deblurring method. The patches

used for the following experiments where 80 by 80 pixels big.

4.3.2.1 Local Gaussian Blur

In this experiment an area in the frames was artificially blurred using gaussian PSFs

and then also corrupted by zero-mean gaussian noise with a variance of 0.0001. The

area that was affected by the local blur was chosen to be rectangular for simplicity,

although in real data the local blurs can have any shape. The results of the multi-frame

method used on patches as well as on the whole image can be seenin Figure 4.11.

From visual inspection the two methods seem to have similar results. The PSNR

for the patch-based approach is slightly improved from the whole frame approach.

Both of the methods have also sharpened the parts of the imageoutside the patch. The

patch-based method has managed to deal a bit more with the blur inside the patch. This

reason behind this improvement can be understood when looking at the PSFs shown in

Figure 4.12.

As we can see the frame based approach tries to find a single PSFthat can account

for the degradation and recovers a PSF that is not similar to the Gaussian PSF of the

blur. The patch-based approach however can recover the structure of the gaussian

blur for the patch where it belongs. The PSF for a patch not containing blur is closer

to a Dirac function, which we were expecting, since the frameis reasonably clear at

that region. Despite the effective identification of the structure of the PSF the patch-

based approach can’t correctly estimate the coefficients ofthe blurring window and

as a consequence doesn’t perform much better than the classical approach. This most

likely occurs because there is not enough high frequency information present in smaller

patches for the deblurring problem to be effectively solved.
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(i) Original frame of a sequence. (ii) Frame containing a blurred region. PSNR=

+20.18dB

(iii) Deblurred frame using proposed method

on the entire frames.PSNR=+20.75dB

(iv) Deblurred frame using proposed method

on patches of the image.PSNR=+21.53dB

Figure 4.11: The results obtained from using the multiframe algorithm on patches in-

stead of whole images

(i) Blur PSF estimated by the

frame-based approach for the

2nd patch in the dictionary.

(ii) Blur PSF estimated by

the patch-based for a patch

where the blur is present

(iii) Blur PSF estimated by

the patch-based for a patch

where the blur is not present

Figure 4.12: Blur PSFs estimated by the proposed method.

4.3.2.2 Local Motion Blur

It is assumed that sometimes blur in frames can occur due to some swaying motion of

the scene. For this reason an experiment with local motion blur was performed. The
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motion is assumed to change direction between frames. To simulate this frames were

locally corrupted by a motion blur whose direction angle varied from frame to frame.

An example of a frame from the dictionary that is corrupted bymotion blur as well as

the reconstruction obtained via the frame-based and patch-based deblurring algorithm

are shown in Figure 4.13.

(i) Original frame of a sequence. (ii) Frame containing a region blurred with mo-

tion blur.

(iii) Deblurred frame using proposed method

on the entire frames.

(iv) Deblurred frame using proposed method

on patches of the image.

Figure 4.13: The results of deblurring on frames corrupted by local motion blur

Both the reconstructions of the frame-based and patch-based algorithm shown

seem clearer than the blurred frame. The patch-based approach has achieved a sharper

result, although its reconstruction suffers from some artifacts.

4.4 Experiments with Real Data

The whole algorithm containing both the denoising and deblurring steps was tested on

blurry sequences recorded by the underwater camera. In the following experiment the
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original sequence is not available so the quality of the reconstruction was left for the

reader to decide. The basic algorithm proposed in this thesis as well as its proposed

variations will be tested on the real data. Therefore, the frame-based as well as the

patch-based variation will be assessed. In addition for theframe based algorithm we

will examine two cases. In the first case the deblurring stageuses a dictionary con-

taining only the 3 recent blurry frames. In the second case the deblurring stage uses

a dictionary containing the 3 recent blurry frames and a frame taken from when the

camera was first cleaned. The experiments where conducted ona sequence of 100

blurred frames from our database. The blurs that are presentin this example sequence

were both local and global blurs. The results of the variations of our video restoration

method (patch-based, using clean frames) can be shown in Figure 4.14.

The deblurring algorithms seem to be able to deal with the global blur of the scene.

The frame-based approaches can’t deal with the local blur inthe image as expected.

However, the patch based algorithm also struggles with the local blur. A survey was

conducted with 11 people out of which 7 preferred the frame-based reconstruction that

uses the clean frames and 4 preferred the frame-based approach that doesn’t.

The best result was obtained for the method that uses the clean frames. The reasons

behind its success can be understood by looking at the point spread functions that

where estimated for a clean and blurry frame. These along with the estimated PSF

obtained without using clean frames in the dictionary are shown in Figure 4.15.

The first thing that must be noted is that the algorithm estimates a PSF for the clean

frame that greatly resembles a Dirac function. This is exactly what we were hoping for

because it means that it correctly detects that there is almost no blur in that frame. This

also means that the the algorithm will attempt to find PSFs forthe blurry frames that

through non-blind deconvolution with their frames will produce images that are close

to the clean frame. As we can see from Figure 4.15 the variation using the clean frame

has managed to retrieve a much more complex PSF that the variation using only blurred

frames. Inserting the clean image in the dictionary acts as an added constraint to the

minimization problem. For this reason we were able to relax the regularization factor

γ of the termR(h1, · · ·hm) in the optimization problem in (3.6). Thus a more complex

and accurate estimation for the PSFs is obtained that still produces valid results.
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(i) Original frame of a sequence containing lo-

cal and global blur.

(ii) Clean image used in the dictionary (used

only for the clean frame variation of the algo-

rithm).

(iii) Frame produced after the deblurring step

without clean frames in the dictionary.

(iv) Frame produced after the deblurring step

with clean frames in the dictionary.

(v) Frame produced using the patch-based de-

blurring step.

Figure 4.14: The results of deblurring on real blurry frames.
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(i) Estimated point spread

function corresponding to the

clean frame. The dictio-

nary used contains clean and

blurry frames

(ii) Estimated point spread

function corresponding to the

blurry frame. The dictio-

nary used contains clean and

blurry frames.

(iii) Estimated point spread

function corresponding to the

blurry frame. The dictionary

used contains only blurry

frames

Figure 4.15: The estimated point spread functions of for the clean and blurry frames.
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Conclusions and Discussion

5.1 Conclusions

In the previous section the developed method was tested through a series of experi-

ments on data with artificial corruption as well as on real data. The algorithm seems

to be able to improve the quality of the frames in most cases. However, it can usually

only deal with the global blur caused by floating particles and light diffusion. There

are numerous conclusions that can be made based on the results of Chapter 4.

The denoising stage makes the algorithm robust and capable of functioning in cases

where the re is noise present in the scene. It is capable of effectively dealing with most

types of noise due to the fact that it is a temporal method. Theadvantages of temporal

methods is made evident in the experiments of section 4.2. Despite it being a patch-

based algorithm it does not share the two main disadvantagesthat these algorithms

have. Firstly it does not require an exhaustive search in order to group patches together

which makes it more suitable for real time applications. Secondly it is able to deal

with large amounts of noise as well as “salt and pepper” noise. Its performance is in

most cases comparable to applying BM3D on each frame separately without having

to perform the second step of Wiener filtering. This means that it does not require

knowledge of the variance of the noise, which in most cases isunknown and hard

to calculate. The main disadvantage of this method is that itis only useful in the

surveillance setting.

The deblurring stage is able to deal with some of the blur in the frames, although it

seems to struggle with local blur. Our proposed patch-basedvariation of the deblurring

algorithm can sometimes deal with local blur as shown for thecase of artificial local

blur of section 4.3.2. Unfortunately, for the frames of the real sequences this prob-

51
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lem is still persistent. However, the problem of local blur has not yet been solved by

researchers and we believe that a solution might still be possible using a patch-based

approach.

Finally, incorporating the clean frames in the deblurring dictionary manages to

achieve quite impressive results when dealing with global blur.

5.2 Future Work

After having drawn the above conclusions about the method webelieve that there are

ways to improve the current algorithm. Firstly, the denoising step could be modified

so that it permits overlapping and non-rectangular patches. This will hopefully help

in the elimination of the rectangular artifacts. Secondly,the deblurring problem that

is dealt with by the multiframe blind deconvolution approach could be redefined so

that the blur PSFsh1,h2 · · ·hm are considered similar. This dependence of the PSFs

will result in solving an optimization problem for less unknowns making the problem

simpler and less ill-posed. In the case where clean frames are added to the dictionary

of the deblurring algorithm the optimization problem couldbe simplified by manually

fixing the PSF of the clean frame to be equal to a Dirac function. It is believed that this

would also improve the performance of the algorithm.

The patch-based approach could be modified to allow patches of more shapes and

sizes that can overlap. In order to accommodate these changes an aggregation method

of obtaining pixel estimates should be designed. These changes might be able to re-

solve some of the issues that the patch-based approach is currently struggling with.
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