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Abstract

This paper addresses two aspects of triangulation-
based range sensors using structured laser light: cal-
tbration and measurements consistency. We present
a direct calibration technique which does not require
modelling any specific sensor component or phenom-
ena, therefore is not limited in accuracy by the inabil-
ity to model error sources. We also introduce some
consistency tests based on two-camera geometry which
make 1t possible to acquire satisfactory range images
of highly reflective surfaces with holes. Frperimental
results indicating the validity of the methods are re-
ported.

1 Introduction

This paper addresses two aspects of the acquisition
of range data with the popular triangulation-based
range sensors using structured laser light [1, 2, 3, 11]:
direct calibration and measurement consistency.

The commonly adopted model-based calibration es-
timates the parameters of the geometric transforma-
tion that back-projects any points of the image plane
of each camera onto the laser plane [1, 2]. This re-
quires a valid closed-form model of the sensor com-
ponents and basic phenomena, including at least the
position, orientation and intrinsic parameters of the
cameras, and the position of the light plane. The
higher the measurement accuracy required, however,
the more phenomena the model must include (e.g. lens
distortion, image center, scale factor), thus becoming
significantly complicated. Some phenomena may al-
ways remain elusive. Finally, model-based calibration
procedures can be long and tedious.

After some experience with model-based calibra-
tion, we devised an alternative method called direct
calibration (henceforth DC), reminiscent of the “black-
box” inverse calibration of robotic manipulators [9].
The method consists in measuring the image coordi-
nates of a grid of known workspace 3-D points, then
building lookup tables for the whole image by inter-
polation. An immediate advantage is that there is no
need to model any phenomena, since all phenomena
are implicitly accounted for. The overall accuracy of
the method is therefore limited only by the repeata-
bility of the equipment and of the stripe detection al-
gorithm, not by shortcomings of the model. We have
devised a simple, fast and automatic procedure imple-

menting DC on our range sensor. The sensor itself is
sketched in Section 2. Section 3 describes our calibra-
tion technique.

Many potential applications of range finders are in
industrial settings, where objects surfaces are often
made of polished metal or plastic, and are likely to
reflect laser light specularly. When surfaces have a
specular component, noisy reflections of the main laser
stripe may appear in the images observed by the cam-
eras. These reflections can be easily confused with
the primary signal, in which case false range values
will result. This effect can render the sensor unusable.
For instance, range images of shiny surfaces with holes
may contain spurious peaks or whole surfaces protrud-
ing from the holes. Figure 1 illustrates this effect in
two range images of a polished-aluminium block with
holes. The 1mages were acquired using two opposing
cameras independently (see Section 2). To obviate
this problem, some users of industrial scanners simply
coat surfaces with a matt white substance, e.g. tem-
pera paint, which can rinse clean from most parts [12].
This may however be unacceptable, e.g. whenever
very high accuracies (100um or less) are required.

We present in Section 4 some consistencty tests
based on two-camera geometry that eliminate most
of the spurious range values. The key observation is
that specular reflections produce range values depend-
ing on camera position. Hence, the range values ob-
tained from each camera can be compared, and points
leading to inconsistent range values eliminated.

Our methods for calibration and measurement con-
sistency have been implemented and tested experi-
mentally using the laser striper we built in the frame-
work of the IMAGINE research project for recogni-
tion of complex 3-D objects from range data [4, 8].
The striper was meant primarily to support surface-
based segmentation [10] by achieving good accuracies
with low-cost, off-the-shelf components, a feature of
major interest in itself. Indeed the accuracy and re-
peatibility of our system is currently in the order of
0.15mm, which is excellent for such a low-cost system
(cfr. for instance the similar sensor described 1n [3],
with a reported accuracy of 0.25mm). Section 5 il-
lustrates briefly the sensor’s performance after direct
calibration and demonstrates the effect of our consis-
tency tests.

2 Sensor operation principles
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Figure 1: Two range images of polished aluminium
block with holes. Specular reflections make spurious
surfaces appear.
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Figure 2: Architecture of the range sensor.
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Figure 3: The calibration block.

The architecture of our range sensor is sketched in
Figure 2. The object to be scanned sits on a plat-
form moved on a linear rail by microstepper motors
under computer (Sun3) control through a Compumo-
tor CX interface with in-built RS-232C interface. One
microstep is 6.6pm, and the nominal positioning ac-
curacy and repeatability is 2usteps. Objects must be
contained in a parallelepipedal workspace about 15cm
each side. The object is moved through the path of a
planar laser beam (output power 2mW at 632.8nm).
The curve (stripe) resulting from the intersection of
the laser beam with the object surface is observed
by two opposing cameras (off-the-shelf 577x581 Pana-
sonic BL200/B) mounted about one meter from the
platform. This camera arrangement limits the occlu-
sion problem and 1is essential for some of our mea-
surement consistency constraints. The acquired im-
ages are stored in a Datacube as 512x512 frames. A
difference of one millimeter in the vertical direction
corresponds roughly to a one-pixel difference in the
images. Several parameters can be controlled by the
user, including image scaling factors, depth quantiza-
tion, image resolution, and the depth interval to be
scanned.

3 Direct calibration

Our DC method is based on a simple idea. If
the camera coordinates of a sufficiently dense grid of
workspace points (called calibration grid) can be mea-
sured accurately, then the position of any point in the
workspace can be obtained by inverting the resulting
world-to-camera maps and interpolating between sur-
rounding points [6]. We have implemented this idea
in a two-stage procedure.

Stage 1: building the calibration grids. In the
first step, a calibration grid is built for each camera.
We have designed and built a calibration block (Fig-
ure 3) consisting of 145 steps, each 2mm in length and
Imm in height. In order to detect calibration points in
the Y direction (refer to Figure 2), the block is formed
by 20 parallel slices spaced regularly. The only oper-
ator intervention required is to place the block on the
striper’s platform so that the laser stripe falls entirely
on the top surface of the lower step. The block is
then advanced automatically 2mm at a time, so that
the stripe is observed by both cameras on each of the
145 steps. For each position, the stripe appears as a
linear sequence of segments (corresponding to the top
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Figure 4: Calibration grid for 80 height levels (steps).

surfaces of the step’s slices), and the position of the
segments’ centers is detected to subpixel accuracy [7]
and recorded. The block’s size is designed so that ev-
ery observable point in the stripe plane lies no farther
than lmm in range (z axis) and 4mm along the stripe
(v axis) from the nearest calibrated point. The slope
of the block allows simultaneous calibration of both
cameras of our sensor. An example of the resulting
grid of calibration points, measured for 80 heights, is
shown in Figure 4. The x axis shows the image po-
sition of the calibration points, which depends on the
height of the block level on which the stripe impinges.
The y axis shows the points’ image y position. The
slight irregularity in the z direction, largely compen-
sated for by second stage 2 (interpolation), is owed to
irregular changes in the shape of the stripe profile as
the stripe sweeps the CCD sensor.

Stage 2: building image-world maps. In the
second stage, the calibration grids are inverted and
interpolated to obtain a complete look-up table for
each camera. Using a least-square linear interpolation
with b calibrated points, each image pixel is associated
to a 3-D point within the calibrated workspace.

Our DC procedure is simple, automatic and fast
(currently about 10 minutes for 80 height levels). Tt
also allows a simple range measurement algorithm.
When acquiring a range image, the bounding-integer
pixel coordinates obtained from the subpixel coordi-
nates of each stripe pixel are used to index in the
lookup table of each camera. The position of the 3-D
point corresponding to the observed pixel is computed
by linear interpolation between the bounding pixels.
Although speed was not a research objective, the ac-
quisition rate is a few stripes per second - not a de-
spicable one given the equipment used. Speed could
be greatly improved with the use of a synch generator
and analogue stripe detection hardware.
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Figure 5: How specular reflections cause false range
values.

4 Discarding inconsistent points

How do reflections from specular surfaces cause
spurious range values? Figure 5 shows a cross section,
taken perpendicularly to the light plane, through a
rectangular hole in the object surface. Suppose that
the light stripe is observed after reflection from the
specular surface of the hole: the specular reflection
at point F is observed rather than the true point T.
The false point might be chosen because it is brighter
(often possible on specular surfaces) or because the
true point is hidden. Since all observed points must
lie in the plane of laser light, the height of point Y is
incorrectly recorded.

The false range surface shown in Figure 1 resulted
from this phenomenon occurring at many positions
along each of many stripes. The tilting false sur-
face arises because, as the stripe moves away from
the wall, the triangulated false position moves further
away from the true surface. This simple false-surface
pattern arises from the simple rectangular hole geom-
etry; more complex holes or combinations of specular
surfaces produce more complex artifacts.

The rejection of false range values is based on the
constraints described below [6]. Any points that do
not satisfy the constraints are eliminated.

Illumination direction constraint. Assuming
that the stripe plane illumination projects from
fixed directions (either orthographically or per-
spectively), it is not possible for a beam of light to
intersect the surface twice. Mathematically, each
such beam of light projects onto a curve (usually
aline) in the the sensor’s projection plane. There-
fore, the light stripe should intersect this curve in
at most one point. When more than one point
is observed, all points should be eliminated, as
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Figure 6: Geometry of the illumination direction con-
straint.
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straint geometry.

it 1s not possible to easily tell which is the cor-
rect point (brightness is no guarantee on specular
surfaces). Figure 6 illustrates this constraint.

Observable surface constraint. Adjacent stripe
positions often lead to nearby noisy points form-
ing spurious range surfaces (Figure 1 shows an
example). One constraint that eliminates many
such surfaces is the requirement that the visible
surface portions must face the observing sensor
(otherwise the surface could not have been seen).
Figure 7 illustrates this constraint. Hence, any

local surface point ﬁa(t) whose normal 7, () sat-
1sfies

a(t) o (Py(t) — Og) > 0

where O, is the origin of the camera reference
frame, should be rejected. This constraint is in-
dependent of the number of cameras used.

Consistent surface constraint. If a true point is
observed by both cameras, then the range val-
ues Zr(t) and Zg(t) from both cameras should
be the same. If the following condition occurs:

| ZL(t) = Zr(1) [> 74

then the point has been corrupted by spurious re-
flections and must be rejected. 74 is chosen based
on the noise statistics of true range images.

In addition to having the same Z position, the
surface normals of the surfaces observed from the
left and right sensors should be the same. Let
fir(t) and 7g(t) be the local surface normals for
the left and right camera data. Then, if the inner
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Figure 9: Geometry of the unobscured-once-viewed
constraint.

product of the normals satisfies
ﬁL(t) o ﬁR(t) < Tp

then the point is rejected as corrupted by spuri-
ous reflections. 7, 1s chosen based on the noise
statistics of true range images; however, it may
need to be set carefully, since surface normals are
related to the first-order derivatives of the data
and thus are more affected by noise. Figure 9
illustrates this constraint.

Unobscured-once-viewed constraint.

An additional constraint can be derived when two
cameras are used. If a point was visible by only
one camera, there must be a valid point seen by
the other camera that obscures the first point.
Hence, any points that are visible to one camera
and are not obscured relative to the other cam-
era, yet were not observed, are likely to be spu-
rious and are removed. Flgure 8 illustrates this
constraint.

5 Results

For reasons of space, we report only a limited num-
ber of results. Table 1 gives the flavour of the accu-
racy of our striper using direct calibration. The table
gives the z quantization step 6z (using 256 levels), the
mean error, e, its standard deviation, ¢., the mean
absolute error, e,, and its standard deviation, o,
all in mm, measured using both cameras and accu-
rately known planes of different materials and placed
at different heights (material and height, in mm, are
specified in the leftmost column). Comparable accu-
racies were obtained using each camera individually.

Figure 10: Range image of block with holes with con-
sistency tests enforced.

We also noticed that the error magnitude remains con-
stant throughout the field of view, whereas it tended
to increase towards the periphery with our previous
model-based calibration. Figure 10 shows a range im-
age, with consistency tests enforced, of the polished
aluminium block with holes which caused the spuri-
ous surfaces in Figure 1. The larger holes” diameter
is 18mm), the smaller ones’ 14mm; depths varied be-
tween 9 and 13mm. The dramatic rejection of spurious
range values is evident. Some of the true range points
have also been eliminated, which has caused a slightly
more ragged appearance to the object surface; notice
however that the height of the remaining range points
has been correctly estimated. In spite of the strong
reflections, there are also enough data to estimate the
real depth of all holes.

6 Conclusions

We have addressed the popular triangulation-based
range sensors using structured illumination, and pre-
sented techniques for direct calibration and measure-
ment consistency for such sensors. To demonstrate
the validity of the techniques, we have reported con-
cisely some experiments with our own striper, built
with off-the-shelf, low-cost components. We believe
this paper offers two main contributions. First, our
method for direct calibration of small-workspace sen-
sors proves simple, practical, and capable of support-
ing satisfactory accuracies. Second, the consistency
tests can improve dramatically range measurements
in the presence of highly reflective surfaces and holes,
and eliminate most of the wrong measurements arising



| surface type | bz | e Oe €a Oe, |
matt black,50 0.0013 | -0.160 | 0.095 | 0.167 | 0.095
red paint,50 0.0043 0.126 0.106 | 0.154 | 0.061
anodized black,100 | 0.0236 | -0.096 | 0.079 | 0.100 | 0.074
polished alum.,100 | 0.0029 0.066 0.147 | 0.132 | 0.093
Table 1: test results (see text). éz is given in
mm /pixel.

from spurious reflections.
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