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This project explores the possibility of improving the accuracy of a motion capture
system. The motion capture system in question uses specially designed spherical markers
to analyse the motion of test subjects. There are two questions this project is asking on
this topic. The first is whether or not grey level image information can improve the
accuracy of marker location compared with just binary level information. The second is
to find if there are techniques for dealing with the situation when markers are partially
occluded.

The project will entail the implementation and testing of algorithms which perform

marker location in order to answer these questions.
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Overview

Motion capture system

The Edinburgh Virtual Environments Centre (EdVEC) is working on a system for
motion capture. This systems purpose is to record and analysis data that represents
complex objects in motion. Potential uses of such a system include analysis of sports
men and women, and medical applications for helping people with walking
difficulties.

The system works by attaching various spherical markers to the object of interest,
generally a person. The markers are placed such that their motion provides a large
amount of information about the overall motion of the object. The data capture is
done is a specially set up studio. There is a central workspace where the motion
events occur, this space is surrounded by 8 cameras which record the motion. The
cameras each produce their own light source using an array of LED’s that emit light
of a specific frequency. This frequency corresponds with the optimal reflectivity of
the markers; thus the images produced by the cameras are hyper sensitive to the
location of the markers. An example of the system in use might be recording motion
data form a dancer. The dancer would have a number of the markers attached to
him/her and then made to dance in the studio workspace. The movements of the
markers would be picked up by the system from the cameras, and from this data the
system would create a representation of the motion events occurring.

Data is sent from the cameras to a computer running software for analysing the
images. The software uses the images from the 8 cameras to recreate in 3D the
positions of each of the markers in the scene at each time interval. This evolves
various image processing techniques such as thresholding the image to remove

background noise, locating the markers within the image, and converting image co-
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The second is to develop techniques for dealing with the possibility that markers are
partially occluded by an object. When this is the case the existing algorithm will

miscalculate the centre of the marker since its appearance in the image is incomplete.

The details of these will be discussed in the relevant chapters of this report.
Exploring these ideas will require both the design and implementation of new
algorithms for marker location, and the proper scientific analysis of their performance

compared with the existing algorithms.
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Background

This section covers important issues related to computer vision and image processing

and how they are relevant to this project.
Image formation

The process by which images are formed by a camera can be modelled by two
separate processes. The first is that of perspective projection, this maps points in a
scene onto the image. In terms of this project the process of perspective projection
thus provides a relationship between a markers position relative to the camera and its
position in the image. Since we are interested in finding the location of a marker from
an image containing it, this is clearly of importance.

The perspective projection equation indicates where a line that connects a point in the
centre and the aperture of the camera intersects the image plane (the part of the
camera where the image is formed).

It is generally simpler if the world co-ordinates used in the equation are such that the
image plane is z = constant and the focal point is at the origin. In this case the

equation is: -

x intersect = Px * constant / Pz

y intersect = Py * constant / Pz

where P is the co-ordinates of a point in the scene



—————

8911194 93 ul spaxid Jo Joquunu Yy SI U

[eyuozLIOY Y3 ul spXId Jo Joquanu Y} SI Wk

1Y M
(z/(q-w)-1)-=4
/(q-m-f=x

- :suorjenba Sumoljoy oy

£Q paquIosap st sajeuIpIo-09 [oxid aFewr pue sajeulpio-09 dfewn usamiaq diysuone|al

oy ‘(3ySu syurod yomym) [ pue ‘(umop syutod yorym) 1 axe sayeurpio-od [axid

oy ], "o8euu oy} Jo 19ui09 3] do3 2y} 1 WSLIO Y} YIM SJBUIPIO-0D JIaqUINU |82l AqQ 0]

PALISJaI a1k S[9X1q "SIan[eA AJISUIUI JO WNNUNUOD B Juiaq uey Joyer ‘sjaxid [enpiArpul

_ JO s)s1Su09 Jjasy agew oy, -sue(d sewn oY) Jo a0udd oY) Ul WISUO Yum jusuodwoo
£ pue X ue jo Jsisuod sajeurpro-o0o suejd Suiewr ayJ, ‘g yurod syj Jo sayeurpio

-0 agewu a3 sayeorpul suejd Suideuwr ayy ul jutod 309s193ul 93 Jo uonisod ay ],

‘Jo1dunts weigeIp syj ayews 03 SUOp SI 219y U0

ur 31 Suroeyd ‘wiSuo sy puryaq a1 A[1ea[o pom aue(d sFeurt 9y} vISWED [BI B 10

ubuQ

z 4 7

aue|d abew|

Jv\

e

UoNIasIau]| JO Juiod




The top left hand cotner of an image

The second process is that of image irradiance. This is an equation that relates the
intensity of the image at various points to the light incident on the surface point that is
mapped to this image point and the reflectance function of the surface.

Ideally, a mathematical model of the set-up used for the motion capture system could
be constructed based on these processes. Such a model would provide a functional
mapping between any given scene (including camera position) and the resultant
image. This model could then form the basis of algorithms for locating markers.
Unfortunately, this is not feasible for a number of reasons. The exact reflectance
function of the markers is unknown. Each camera uses a large number of LED’s to
generate illumination, this makes the resultant equations for image irradiance very
complex (a large number of simultaneous equations). The position of the imaging
plane in the camera and the optical axis are also unknown.

However, it is still useful to gather some aid from the field of image formation
analysis. Looking at the images of markers it seems safe to assume that, although the

exact reflectance nronerties are unknown. thev contain a laree lambertian component.
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Region finding is the process of locating groups of pixels that are related in some
way; usually this means that they belong to the same object. For this project, the
groups of pixels that are of interest are those which correspond to the same marker in
the image. Region finding works by looking for groupings of pixels that are connected
and have similar properties. In this case the property is simply having a positive
threshold value, with the assumption that pixels which threshold to 1 belong to
markers. Therefore a suitable region finding algorithm must look for groups of
connected 1s in the image. In the resulting image of this process, pixels belonging to
the same group are given the same labelling. Thus by choosing a particular label it is

pick out all pixels that correspond to a particular marker.

The combination of thresholding and region finding produces the information needed
for the centre location algorithms that this project is investigating. These take a list of
pixels belonging to a particular marker and calculate a centre position for this marker.
It is important to note that the centre position being referred to here is the centre

position of the image of the marker, it is a point in the image plane.
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Testing the performance of marker location

algorithms

In order to evaluate whether or not new techniques for locating the position of the
markers in the image could improve the accuracy of the system it is first necessary to
devise a test procedure that the different algorithms can be put through and compared.
It is important that the methods used to test the algorithms are in some way
representative of the situations that would occur when the system is in actual use, thus
good performance on the tests should equate to good performance in a real situation.
Any testing method would clearly need to make use of the new algorithms in

evaluating data from the cameras of the markers.

The most obvious test would be to incorporate the new algorithms into the existing
system, replacing the existing software for performing marker location. The system
could then be used in an experiment resembling the motion capture for which it is
intended and its performance with the different algorithms assessed. Unfortunately it
was not possible to incorporate any new code into the existing system. Hence other

methods had to be found to test the new algorithms.

The first method that was considered was the design and implementation of a system
for locating the position of markers. The system would use two cameras from the
motion capture system. These would be connected to a computer running software,

which would use information from the two cameras to calculate the position of any
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What was needed was a method of testing the new algorithms that did not depend on
knowing precisely the optics of the system. Making use of the cross ratio invariance
property made this possible. The cross ratio property is a mathematical formula that
can represent certain arrangements of objects in a scene, and is invariant on the
location of the viewing camera. The cross ratio property applies to arrangements of
four or more objects that lie in a straight line. When this is the case a cross ratio value
can be calculated and this value can be recovered from any image containing this

arrangement of objects.

The cross ratio for four objects is calculated using the following formula: -

Cross-ratio = (Distancel3 * Distance24) / (Distancel4 * Distance23)

Where
DistanceXY = The distance between points X and Y

The distance between any two objects can be either their physical distance or the
distance they are apart on the image (although clearly the decision must be kept for all

calculations in any given evaluation of the cross ratio).

Since the cross-ratio can be calculated from the distance markers are apart in the
image, it is not necessary for the system that is using the cross ratio to perform the

calculations to convert image position into global positions.

Using the cross ratio as the basis of the tests also means that an absolute position of

the markers does not need to be measured. Only the positions of the markers relative
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the camera was measured as the distance between the lens and the centre point of the
bar, this is clearly an approximation. For each individual test image the bar was
placed at a position such that the centre of the bar was either 3m or 6m from the lens
of the camera. The bar was held in position by a tripod stand the height of the centre
point of the bar being equal to the height of the camera lens. The bar was then rotated
to some arbitrary orientation and an image captured.

As well as different distances, test data was obtained for both non-occluded and
occluded markers. Occlusion was simulated by having black tape wrapped around
half of the two centre markers. In total there were four separate sets of data obtained
for the experiment. These sets derive from the combinations of the two distances and
whether or not the markers were occluded. For each of the sets 60 test images were

obtained.

Cross-ratio bar simulating occlusion

O D O

The test images were given as input to the software for computing cross-ratio. The
software then calculated the cross-ratio for each image using each of the separate
algorithms for marker position location. For each of the four test sets this led to a set
of cross-ratio values for each of the algorithms. With this data statistical analysis of
the effectiveness of the different algorithms under the four test situations could be

carried out.

A brief description of the software written for the tests follows; implementation issues

not directly relevant to the project are not covered.

——merer—,
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The above image is of the cross-ratio bar in a horizontal position. The markers shall
be numbered one to four, going from left to right.

The image positions of the four markers are calculated as follows: -

Point 1
i=187
Point 2
i=255
Point 3
i=325
Point 4
i=39%

From these four positions the cross-ratio can be calculated from the formula.

L

Comme
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Algorithms for marker location

This chapter discusses the algorithms used for locating markers. These algorithms are
integrated into the system discussed in the previous chapter. The design and testing of
these algorithms is the core purpose of the project. From a computational perspective

these algorithms can be thought of as follows: -

Input
An image of a scene along with the information telling it which pixels
correspond to the marker it is supposed to be locating

Output

The image position corresponding to the centre of the marker.

There are four algorithms that will be examined, each adhering to the above

definition.

Binary centre of mass

This algorithm considers binary information about the image. Pixels that cover the
marker are considered to have a value of 1. All other pixels have the value of 0. The
grey level information representing the intensity values of different pixels is ignored.
The output values for the x and y locations of the marker centre are calculated from

the below formulae: -

x = Average for all pixels of ( pixel value * x reference of pixel )

y = Average for all pixels of ( pixel value * y reference of pixel )
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mass.

The algorithm used is: -

Variables x_total, y_total, intensity_sum (all starting at zero)

For each pixel in the image
If pixel is part of the marker
Add x reference of pixel * intensity value to x_total
Add y reference of pixel * intensity value to y_total

Add intensity value of pixel to intensity_sum

X return value is x_total / intensity_sum

y return value is y_total / intensity_sum

Ellipse fitting

This algorithm is considerably different from the previous two. It is based on the fact
that the shape of the markers in the image should always be an ellipse, therefore it
should be possible to fit the mathematical model of an ellipse to the image and then
derive the centre position from this.

The algorithm consists of three parts. The first part calculates an large number of
points on the edge of the marker in the image. The second uses these points as the
input for an ellipse fitting algorithm. The third is the calculation of the centre point
from the equation of the ellipse. These three parts will be discussed individually
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Consider a horizontal scan where a crossing point has been located
The threshold value is 20
The pixels under consideration are
x = 6, y =4, intensity = 10
x =7,y =4, intensity = 40
The change of intensity is 30 and this occurs linearly between x =6 and 7
The threshold will thus be crossed a third of the way between x and y
(20-10)/30=1/3
The x point of crossing is thus the x value of the first pixel plus a third
x=6.33
The y value is just the y value of the horizontal scan

y=4

The algorithm used: -

For each horizontal row of pixels
For each pair of adjacent pixels
If threshold lies between pixel intensity values
Add point to edge_point_list
Where
x value of point is the x value of linear
intersection

y value of point is y reference of current row

For each vertical column of pixels
For each pair of adjacent pixels
If threshold lies between pixel intensity values

Add point to edge_point_list
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difference between pixel intensity values is less than

occlusion filtering limit

Add point to edge_point_list
Where
x value of point is the x value of linear
intersection

y value of point is y reference of current row

For each vertical column of pixels
For each pair of adjacent pixels
If threshold lies between pixel intensity values and
difference between pixel intensity values is less than

occlusion filtering limit

Add point to edge_point_list
Where
y value of point is the y value of linear
intersection

x value of point is x reference of current row
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Analysis of performance on non-occluded

data

This section deals with the analysis of non-occluded data. Two sets of non-
occluded data were obtained, one for bar placements at 3 metres the other for
bar placements at 6 metres. For each set 60 images were obtained of the bar at
different positions and orientations. These images were used as input for the
system, which produced corresponding cross-ratio values for the different
marker location algorithms. The occlusion-filtering algorithm was not used for
this set of data. Consequently six sets of output were obtained from this
experiment, each of the first three algorithms with both sets of input data. The
output consisted of sets of cross-ratio values, 60 in each set. The data obtained

was plotted in histogram graphs.

Cross-ratio values at 3m
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Standard deviation 0.0077261

Grey level centre of mass at 6m

Mean 1.3304

Standard deviation 0.0036122
Ellipse fitting at 6m

Mean 1.3310

Standard deviation 0.0061077

At three metres the standard deviation for the ellipse-fitting algorithm is higher
than for the other two. The binary standard deviation is slightly higher than the
grey-level. At 6m the standard deviation for all the algorithms is higher. This
makes sense, essentially the calculation of the cross-ratio is less accurate at
longer distances. Of most significance here is the performance of the binary
algorithm compared with the other two. The ellipse fitting and grey level centre
of mass algorithms have lower standard deviations than the binary level centre
of mass. The grey level centre of mass algorithm has a standard deviation a
quarter that of the binary algorithm. The ellipse-fitting algorithm has gone from
having a higher standard deviation at 3m to having a standard deviation
substantially lower than the binary algorithm. The fact that the algorithms using
grey level information are more stable at the longer range could be explained by
the fact that the grey-level information is more important at further distances.
This may be because there are less pixels for each marker and consequently
each pixel covers more of the marker, thus the actual intensity values of the
pixels gives more information about the marker. Also, at close ranges there was
a noticeable saturation effect that caused the centre of the markers to have a
uniform intensity value. Due to this grey-level information would have been

lost, this may also have a reflection on the relative improved performance of the



0981+00°0
S€60€00°0
PIEE']
S6TE’1

$€56800°0
99199000
SEEE’T
967¢°1

90.8v00°0
£€665£00°0
86Z¢°1
9ILTE’L

0LL6700°0
0007700°0
€67¢°1
087¢°1

0759€00°0
8869700°0
L6TET
18T€°1

P3S 103 punoq J1addy
PIS 10] PUNOQ JIMO]
ugaw 10j punoq addn
ugawW JI0J punoq JIMog
WY JB SSBU JO JIIUID [IA3] 319
P3S 10} punoq sadd)
PIS J10] punoq JIM0
uedw J10j punoq Jaddn
UBoW .10J punoq Jd3Mo§
W9 JB SSBUWI JO 1)U Argulg
p3S 10j punoq Jadd)
PIS J10J pUNOq JIMO]
uedw 10j punoq J3dd)
U I0J PUNOq JIMO0]
wig 38 Suiny asdifiy
P3S J10j punoq 13dd)
PIS 10J punoq J3Moy
ueow 10j punoq 1dd
UBIW 10J pUnoq Mo
WIE )€ SSBW JO 1)U [IAJ] Ad.15)
pIS 10§ punoq Jaddn
PIS 10J punoq 1Mo
ueow 10§ punoq soddpn
uBIwW J0J PUNOq IdMO]

WIE )€ SSBUI JO 1)U A1Bulg

"AJurenad Jo [9A9] Jusdiad ¢g e uonnqrusip

yoeo 10] pandwod 91om UOTIBIASD PIEpUR]S PUR UBSW SY) JOJ S[BAIUI



These tests show that the lower standard deviation for the grey-level centre of
mass at 6m compared with the binary centre of mass is significant with 95
percent confidence. This can be said because the lower bound of the binary
level is still higher than the grey-level upper bound. It is not possible to form,
however, any evidence that the ellipse fitting has significantly lower standard
deviation since there is overlap between the confidence ranges.

An unexpected result is the fact that there is significant difference in the means
at 3m and 6m. This is the case for the two centre of mass algorithms. The mean
value for cross-ratio is higher at 6m than at 3m. This indicates that these
algorithms have some bias towards estimating higher cross-ratios at further

distances.

Since we are interested in how effective the algorithms are, it would be valuable
to compare the cross-ratio values obtained from the calculations with the true
cross-ratio value of the bar. To allow this, the data is converted such that the
new data for each set becomes the difference between the cross-ratio value
calculated and the true cross-ratio value.

Once this has been done the mean and standard deviations can be found as

before.

Binary centre of mass at 3m

Mean 0.0047547
Lower bound for mean 0.0040999
Upper bound for mean 0.0054095
Standard deviation 0.0025661
Lower bound for Std 0.0021976

Upper bound for Std 0.0029738
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difference at this range is lower than the lower bounds for the other two.
The grey-level centre of mass also has lower standard deviation at 6m in these

tests, this indicates that it is more consistent at longer ranges than the other two.

A strange result here is that the mean difference between estimate and true
cross-ratio is significantly lower at 6m than at 3m for the grey-level centre of
mass algorithm. The algorithm is more accurate at longer ranges based on this
measure. The opposite is true for the standard deviation, the algorithm has lower
standard deviation at 3m than at 6m. A lot depends on how important
differences in mean are compared with differences in standard deviation for this
data. For instance it could be that, whilst the algorithm has a greater mean error
at 3m (perhaps related to saturation), the difference in the means is small
compared with the differences in standard deviation. Thus individual
calculations of cross-ratio would be far more reliable at 3m than 6m even if, on

average, the readings at 6m were closer to the true cross-ratio.

Looking back on the histogram graphs it seems there is evidence that the
differences in mean are small relative to the differences in standard deviation
since there distributions all have considerable overlap. The reason that the
values for standard deviation seem very small is because the standard deviation
is below 1; thus the standard deviation being the square of the standard

deviation is actually smaller.

Although the differences in the standard deviation between the grey-level and
binary image algorithms at 6m are statistically meaningful, this gives no
indication as to how significant the differences are to functioning of the motion
capture system. The important issue for the motion capture system is how

accurately the marker positions are found, it is thus necessary to find the
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Marker position standard deviation in pixels

The graphs show that at variations in the marker position of standard deviation
less than one pixel the relationship between cross-ratio standard deviation and
marker position standard deviation is fairly linear. The results of the tests can be
assessed in light of this information. The grey-level centre of mass algorithm at
6m has a standard deviation in cross-ratio of 0.00361. This equates to a marker
position standard deviation of about 0.14 pixels by extrapolating from the graph.
This can be compared with the binary algorithm. The binary centre of mass
algorithm has cross-ratio standard deviation of 0.00773. This works out as a
marker position standard deviation of about 0.3 pixels. Thus the difference
between the binary and grey level centre of mass in terms of standard deviation
of marker positions at 6m is about 0.16 pixels. Measuring the images, the cross-
ratio bar traverses around 108 pixels across its length. Since the bar is 1m long
there is approximately 1 pixel per centimetre. The difference in standard
deviation between the two algorithms is thus equivalent to a real difference in

the marker positions on the bar of about 1.5 millimetres. Looking at the
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Analysis of performance on occluded data

This section deals with the analysis of the algorithm on the occluded data sets. The
3m occluded data shall be considered first, the reason for this being that it should be
the easier set of data to work on. With the 3m data set the markers are larger in the
image, hence there are more pixels with which to identify and correct for occlusion.
The 3m images were processed with the system using all four algorithms for marker

position estimation.

The results obtained were plotted in a histogram.

Cross-ratio values at 3m with occluded data
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Upper bound for Std 0.0019826
Grey level centre of mass at 3m
Mean 0.032903
Lower bound for mean 0.032616
Upper bound for mean 0.033189
Standard deviation 0.0011327
Lower bound for Std 0.0009784
Upper bound for Std 0.0013239
Ellipse fitting at 3m
Mean 0.033056
Lower bound for mean 0.032549
Upper bound for mean 0.033564
Standard deviation 0.0020066
Lower bound for Std 0.0017332
Upper bound for Std 0.0023454
Ellipse fitting with occlusion filtering at 3m
Mean 0.032576
Lower bound for mean 0.030816
Upper bound for mean 0.034336
Standard deviation 0.0064138
Lower bound for Std 0.0050999
Upper bound for Std 0.0069012

All the algorithms appear to underestimate the cross-ratio by around 0.03. This
compares with the non-occluded data where the average estimate was far closer to the
true value. The fact that the error in estimation seems to be fairly ordered makes sense

since all the data images should be effected in roughly the same way by the changes
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greater the effect of variation in individual points.







Summary

The overall conclusions that can be drawn from these experiments are disappointing.
In terms of whether or not using grey-level information can provide greater accuracy
for marker location than binary, neither of the algorithms used produced any
significant difference. This does not mean that improvements cannot be made, but it
certainly counts against any argument that they can.

The attempts to improve the accuracy of the system when dealing with occluded
markers likewise met with failure, however, looking at the causes of the failure a
possible method for dealing with occlusions became apparent.

Although the images of the markers did not contain the necessary information detect
the occlusion edge, they were squashed in the direction of the occlusion. Therefore
the angle of the occluded edge could be determined from an image of an occluded
marker. The line going through the centre of mass of the marker at this angle would
bisect the marker into two halves. The occlusion edge must clearly lie, in its entirety,
on one side of this line. Therefore the line could act as the filter during the edge
detection stage of the ellipse algorithm. All points found on one side of the ellipse
could be ignored. The remaining points could be guaranteed not to be part of the
occluded edge. The problem, of course, is that it is not known which side of the line
the occlusion is on. There is no obvious solution to this problem at the image level,
however it is possible to obtain two estimates of marker location from the algorithm.
One estimate could be found assuming that the occlusion lay on one side of the line,
the other assuming it lay on the other side. These two estimates could be passed on to
the higher levels of the system which could, hopefully, make use of information from

other cameras to decide which one was correct.
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A. Copy of web page from which algorithm for identifying connected
components for labeling of markers was obtained.

B. Algorithm used for thresholding, taken from the book Machine vision
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Subsections

® A sequential scan labelling algorithm

Identifying connected components

Given a binary image we wish to scan through it, identify distinct ‘blobs’ and label each one uniquely.
Connectivity will be described using a left-skewed 6-connectedness neighbourhood scheme, as shown in
figure 1.

Figure 1: The
6-connected
neighbourhood.

D |C

B |A

A sequential scan labelling algorithm

We scan the image using a typical raster scan, row by row, top to bottom, left to right. Then, when we
examine a particular cell A, we know that the cell to its left, B, has already been labelled, as has the cell
C directly above A. Moreover, the cell D directly above B is also considered connected to A so its
labelling must also be taken into account.

The sequential scan labelling algorithm is described as follows:

ifa=0 do nothing

else if D labeled
copy label to A

else if (not B labeled) and (not C labeled)
increment label numbering and label A






else
copy either B label or C label to A
record equivalence of labels

After running this algorithm to label all the pixels, a second scan through the image is required to clean
up the label equivalences, giving each connected component in the image a unique label.

Figure 2: Two regions previously
thought to be disconnected are later
discovered to be connected.
Equivalent labels must be identified
by a second scan.
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Taken from the book Machine Vision by Jain, Kasturi, Schunck

Select an initial estimate of the threshold, T. A good initial value is the
average intensity of the image.
Partition the image into two groups, R1 and R2, using the threshold T.
Calculate the mean gray values ul and u2 of the partitions R1 and R2.
Select a new threshold:

T =% (ul + u2)
Repeat steps 2-4 until mean values ul and u2 in successive iterations do not

change.
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