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Abstract:  This document details the work involved in the 2004 4th year Un-
dergraduate Project titled ‘Interactive Architecture’. The work is being carried
out by Michael Walters and supervised by Prof. Robert Fisher and is scheduled
to last approximately 25 weeks. The project itself implements common image
recognition and tracking techniques to allow a camera and projector to be placed
at arbitrary positions for use in a visual menu interface. The interface is to be
used as part of a visual direction system within a known environment.






‘Interactive Architecture’ was proposed by Prof. Robert Fisher and much of the
guidance has come from him. His experience in vision systems has proved greatly
beneficial in the development of this project. Thanks also go to the Informatics
department of Edinburgh University, for use of their equipment and in particular
to IPAB (Institute of Perception, Action and Behaviour) for the use of their
cameras and projector. Further guidance has also been given by Barbara Webb,
Tommy French, Ross Benzie, Ebenezer Ademisoye and Nick Johnson.
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Interactive Architecture?

Projector

1.1 Initial System Proposal

Perhaps the easiest way to explain the initial project proposal is with a walk-
through. Under a working version of the proposed system, the user would enter
a room or hallway and be detected. This detection process could occur in one of
several ways (Camera, push switch, light beam, etc.) and simply activates the
system. Once active, the system projects a menu onto a wall nearby the user.
This menu provides a list of names which the user can select by pointing to their
desired choice. The system then projects directions along the floor instructing
the nser when thev should turn (or continue straight ahead).
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set up each time.

1.4 Potential Issues

It is important to note here that the prototype system within this project and
any subsequent installation would be substantially different. The purpose of
this project is to demonstrate the functionality behind an eventual installation,
and thus the prototype is somewhat lacking in places. Often this is due to the
hardware available being unsuitable (a real installation would have purpose built,
or at least adapted, hardware).

Because the system uses a projected menu background subtraction is a concern.
When the user points to an object the projection will fall on their arm, this may
make background subtraction and thus isolation difficult. If this is the case it
would be wise to attempt the analysis on a simple menu first.

1.5 Restrictions

In order that this implementation demonstrates the functionality involved whilst
not out-growing the scope of the project, several restrictions have been implaced.

e There will only be one user.

By using a projected menu the system relies heavily on line of sight. Any-
thing that gets between the projector and the wall will disrupt the menu.
Further, the interference will be picked up on the camera and disrupt the
system’s ability to detect the intended target. To minimise this the system
deals only with a single user environment. In a full installation this may
seem unreasonable, however with the correct hardware and software the sys-
tem would likely operate fast enough that the likelihood of any interference
would be minimised.

e There will be a restricted space.

Although the system has been designed to be both versatile and adaptive
this has been done within reason. The system does not cope well with
dynamic backgrounds, or spaces with heavily varying light conditions.

e The camera and projector are reasonably positioned.

Although the camera and projector are automatically aligned and the sys-
tem has been designed to accommodate arbitrary positions, this has to be
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distortion [l].

Unfortunately due to hardware upgrades within the University, the Creative we-
beams were, for a while, misplaced, and it looked as though the project may have
to continue using the new Logitech cameras. Whilst the Logitech cameras are far
superior, with much higher resolutions, better auto-focus, constant light levels
and a better lens, the University does not have the correct driver installed for
their use. Thus the maximum size image available was 320x240, which greatly
affected the menu. The system was altered to allow for this, however midway
through alterations a Creative webcam was found, and re-implemented within
the system.

1.6.1.2 Projector

Here the differences between this prototype system and a full implementation are
more keenly felt. The computers used allow for only one display interface at a
time. This means that when using the system either the monitor or the projector
can be used but not both. This caused irritation in the testing and development
stages, however, does not hugely effect the actual use of the system. Ideally there
would be two displays; a monitor and the projector. The monitor would be used
by the technician to set up and observe the system, whilst the projector would
display the user’s menu within the interactivity stage.

The projector suffers further due to the KDE Linux operating system. The
projector provides little control over the size of the image it is displaying, and
will only display an 900x700 portion of the screen. This is irregardless of how
the screen is displayed on a monitor. Things are further complicated due to the
fact that under KDE it is considerably difficult to alter the screen size. The two
settings that the projector will display only show a small area of the screen, which
has had to be accounted for.

1.6.2 Software Issues

1.6.2.1 Matlab

Unfortunately the Matlab ‘Image Acquisition Toolbox’, which allows Matlab to
capture images from webcams, was not available. This would have allowed the
system to run much faster during the pointing stage. As a result the system had
to use the Unix ‘streamer’ command.
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The work done by Ahmed Elgammal et al. [5] showed that even in highly complex
scenes it was possible to do very successful background subtraction. This rein-
forced the idea that background subtraction would be the most natural method
to use in the isolation of the user’s hand. In their paper Elgammal et al. present
a technique for creating a model of the background based on ‘kernel density esti-
mation of the probability density function of the intensity of each pizel.” Although
this system proved very successful it is slightly excessive in a static environment
such as ours. With more time available this method would however, allow for
the system to work in a dynamic environment (assuming the movement was not
between the camera and the user).

Both “Multiple View Geometry in Computer Vision” [6] and “Computer Vision:
A Modern Approach” [7] provide information on projective geometry and the
necessary transformations required to project from one 2-D plane to another.

In “Auto-Calibration of Multi-Projector Display Walls,” by Raij et al. [8] several
projectors are aligned to create (the illusion of) one image. This and work done
by Rahul Sukthankar et al in “Smarter Presentations:.. » [9] formed the basis of
the image alignment for this system.






System

1) [nitialise System

2) Take Photo of Wall
4 3) Take Photo of Camera Alignment

4) Camera Calibration

5) Take Photo of Projection

6) Projector Calibration

8) Detect User’s Target
7) User Points =1 9) Translate to Virtual Point

2.1 Calibration

The calibration procedure will be carried out by the technician that installs the
hardware. It is assumed this person has little or no experience with image anal-
ysis, and thus this stage is as automated as possible. Prompts, where necessary,
are direct and easily understood. Calibration need only be carried out once, when
the system is installed.

When installing the hardware, it is essential that the camera has a full view
of the scene, including the entire area into which the menu is to be projected.
Also the projected image should not be greater than 120cms to maintain correct
alignment.

The first step is to boot up the pc and load the required files. Obviously in a real
world installation this would be loaded on chip, and would launch automatically.
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3.1 Calibration

3.1.1 Description

Calibration, as described above, covers the task of setting up the system so that
the camera and projector angles are accurately compensated for. In the design
of this part it was important that all stages be as automated as possible, and
that when user intervention is required adequate instructions are given. This
motivated a prompt based system, which leads the user through the set-up step
by step. To combat the temperamental nature of the webcams, users are asked
for confirmation after each image and after major calculations.

The calibration works by identifying four points in the captured image, which are
then mapped to four known points. Here, four cards are arranged in to a square.
These four cards are isolated in the scene and the median of the points of each
card found. This gives four points; the midpoints of each piece of card. These
points are then passed to the ‘transformgenerator’ method which uses them to
describe a mapping from one set to the other. Below the two main components,
Isolation and Transformation, are explained in greater depth.

3.1.2 Isolation
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rigorous calculations, by selecting the points via their mouse. Otherwise the
system will attempt to find the correct calibration points by altering the threshold
in accordance with the current number of detected objects. Thus if there are too
many objects the threshold is increased, too few, and it is decreased. The amount
of alteration is constantly decreasing so as to allow a more accurate figure to be
reached, whilst not impeding the result. If, after 20 iterations the points have still
not been adequately identified then the user is prompted for further guidance.

After the image is thresholded the ‘bwlabel’ method is used to identify the number
of shapes. This was often far greater than 4 in tests, as the thresholding had
caused gaps in the calibration shapes. To combat this the image was dilated
(to ‘fill in’ any potential gaps) with a 10x10 pixel square. This combination of
thresholding and dilation resulted in very accurate results.

Whilst the above changes made drastic improvements to the isolation ability, tests
still illustrated some errors. If the background or viewpoint had changed slightly,
the “imsubtract’ command returned background elements as objects. To get rid
of these (and any noise), a method was introduced to remove shapes smaller than
the assumed calibration shape. A list of connected shapes was found from the
thresholded image, and those below a set size were removed from the image. This
minor alteration greatly improved results.

Unfortunately the points were still sometimes incorrectly chosen, and a sanity
check was put in place to ensure that the results were more realistic. This works
by checking that the calibration points are at least 50 pixels away from one
another, but it can be overridden by the user.

All of these changes created a somewhat complex, although very effective, isola-
tion approach. The final method preformed as below.
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By designing the system to work in flexible surroundings it has also been made
very resilient and reliable. In almost all tests the calibration points were accu-
rately detected. However when the points are not accurately detected (or not
detected at all) the fallback system which allows the user to specify the points
themselves means that there should never be a failure.

The isolation function runs fairly fast and there is a good balance between user
control and system automation. A possible improvement would be to set the min-
imum size of detected objects dynamically through a comparison of the current
objects.

3.1.3 Transformation

Wall Image Captured Image
cameratransform
S
o projectortransform

P=C'T

Virtual Image

By calculating the appropriate transformations the system should be able to
compensate correctly for the distortion of the image, both captured and projected.

TWw t1 t2 t3 X
Such a transformation T can be expressed: | yw | =| t4 5 t6 Y
w t7 t8 19 1

Within this system there are three transformations that are required to properly
correct the projected image and interpret the captured image;
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Figure 3.1: This illustrates the original (right) and corrected (left) menu bound-
aries.

3.1.3.2 Problems Encountered

Although straightforward in theory the implementation of this section was trou-
blesome. The difficulty is that the only real opportunity to judge the accuracy
of the prewarp is at the final stage, which led to time consuming tests. Also,
due to the interaction of the matrices, tracing any faults was difficult, and often
required exhaustive searching.

The accuracy was further hampered by the sensitivity of the prewarp matrix.
When dealing with heavy distortion, small changes in the isolated points causes
a large impact on the final transformation.

Possibly the largest problem however was finding the inverse mapping. Often
finding the mapping from the real world image to the virtual, or vice versa, was
relatively simple, however finding the inverse was not so easy. This may well have
been due to inexperience with Matlab.

3.1.3.3 Review of Implementation

Although the transformations established here are not new work, they have
caused a considerable amount of frustration, due to their sensitivity. Identi-
fying the four corner points on the wall (projected or otherwise) typically creates
a margin of error up to three pixels which is then propagated through to the
matrices.
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As mentioned above, the streamer command line causes a large delay in capturing
images. Considerable time was spent attempting to fix this, however no better
solution could be achieved.

The pointing was at first somewhat unreliable, however this was due to a small
bug in the coding. When that was fixed the only real issue was ensuring that
the threshold was set to a reasonable level. Often better results were gained by
wearing a glove. However, once the threshold was set appropriately the system
preformed very well, identifying the user’s intentions from a variety of angles.

3.2.2.3 Review of Implementation

The thresholding applied to the captured image is of concern as it is hardcoded.
Given more time a dynamic thresholding technique would be implemented, which
would allow for a greater variety of skintypes and pointing techniques. That is
not to say that the current system is inflexible, just that there is scope for greater
flexibility.

Also in tests it was highlighted that the restriction of enforcing the user’s position
in respect to the screen (left of the screen), should be changed. Allowing the user
to stand on either side would be a fairly simple update.

3.2.3 Projection
3.2.3.1 Approach

Altering the projection via the previously calculated transformations should be
straight forward. The prewarp has been calculated and by applying the transfor-
mation to each pixel a new image is calculated that should appear orthogonal to
the ceiling and floor when projected.

3.2.3.2 Review of Implementation

Unfortunately a large section of implementation was neglected. The rescaling
and repositioning of the menu within the projection area was not fully accounted
for. Although this translation does take place to a degree, a fully defined trans-
formation of Virtual Image to Corrected Image would have been preferable and
allowed for greater accuracy.
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4.1 System Results

Projector

Appendix 2 shows the results of a set of experiments in which the camera and
projector were positioned at a series of different angles to the wall. First the
camera and projector were positioned, and then several measurements were made.
The angle of distortion along the top of the image was measured before and after
correction. The isolation method was measured by determining whether the
calibration points were properly isolated, for both the wall and the projector
based points. Finally the user was asked to point to each of the target regions 5
times, in a random order, and the calculated target region was noted.

For wall calibration points pink square pieces of paper were used and placed in
an adequately sized square on the wall. The camera and projector were kept at
least 200 cms from the center of the projection at all times to enable a usable
projected menu.
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correct value can be tedious. Adding a calibration step to this would not be
overly difficult, and the benefits would be worthwhile.

Another reason for the few failures, is the projection. As mentioned at the be-
ginning (1.4 Potential Issues) using a projected menu causes difficulties. Even
with this basic border menu system when beams overlay the user’s arm that area
is seen as part of the background and removed. The only potential option then,
would be to use a light based pointer of some sort. This would enable the user to
affect the menu easily and intuitively. However, the locator method would have
to be considerably more accurate for this to be viable.

4.2.4 Miscellaneous

It is important to note here that due to the space available, tests were done at
a fairly close distance to the wall. Depending on where the system was installed
this close proximity may or may not be a factor and the system would likely
benefit by furthering this distance.

Although noted earlier it is worth stating once again that the hardware and
software here has been a major drawback. By using a better quality camera
the calibration points could be more easily identified, allowing for more accurate
transformations. A faster method for capturing images would have greatly accel-
erated the process of locating the user’s target, and would be absolutely necessary
for any real-world installation.

4.3 Conclusion

In order to decide whether or not the system has been a success the individual
components will be reviewed, before concluding on the system as a whole.

4.3.1 Calibration

This component would appear to be a success. The wall calibration points were
automatically identified almost every time, even with complex backgrounds and
noise. Within the isolation method, small noise is removed and the correct thresh-
old is calculated by the system. Although the automated isolation of projected

lfor an experienced programmer. It would not be expected of a technician
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However, the purpose of this project was not only to create Calibration and
Pointing components but to ensure they worked together. Here this system is
a great success. The Calibration section will accurately and automatically align
a projector and camera (in arbitrary positions) to a screen, with minimal help
from a user. Then the user can interact with the menu in an easy and intuitive
manner.

The system is not without flaws, most notably the delay caused by streamer in
capturing the images. For many this would cause them to be hesitant to use
the system, however any real implementation would not have this problem. A
real implementation of this system would have serious improvements over this
prototype. In fact the only remaining problem would be the projected menu
interfering with the user. It is because of this that the system can be claimed
successful. Given the hardware available it preforms very well, and the software
used could easily be adapted to use better hardware and thus produce far better
results.
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