
GMM improves the reject option in hierarchical classification for fish recognition

Phoenix X. Huang
School of Informatics

University of Edinburgh
10 Crichton street, Edinburgh

Xuan.Huang@ed.ac.uk

Bastiaan J. Boom
School of Informatics

University of Edinburgh
10 Crichton street, Edinburgh

bboom@inf.ed.ac.uk

Robert B. Fisher
School of Informatics

University of Edinburgh
10 Crichton street, Edinburgh

rbf@inf.ed.ac.uk

Abstract

A reject option in classification is useful to filter less con-
fident decisions of known classes or to detect and remove
untrained classes. This paper presents a novel rejection sys-
tem in a hierarchical classification method for fish species
recognition. Since hierarchical methods accumulate errors
along the decision path, the rejection system provides an
alternative channel to discover misclassified samples at the
leaves of the classification hierarchy. This is also applied to
probe test samples from new classes. We apply a Gaussian
Mixture Model (GMM) to evaluate the posterior probability
of testing samples. 2626 dimensions of features, e.g. col-
or and shape and texture properties, from different parts of
the fish are computed and normalized. We use forward se-
quential feature selection (FSFS), which utilizes SVM as a
classifier, to select a subset of effective features that distin-
guishes samples of a given class from others. After learning
the mixture models, the reject function is integrated with a
Balance-Guaranteed Optimized Tree (BGOT) hierarchical
method. We compare three rejection methods. The experi-
mental results demonstrate a reduction in the accumulated
errors from hierarchical classification and an improvement
in discovering unknown classes.

1. Introduction
Computer vision and pattern recognition techniques can

help biologists observe marine ecosystems. These tech-
niques help detect significant events or objects and filter
out most worthless content from mass video databases. Vi-
sion techniques, when integrated with marine knowledge,
can analyse underwater objects and compose high level
interpretation, like fish counting, fish species distribution
variation, fish behaviour pattern, from a Tera-scale video
database. The marine scientists benefit from the computing-
assisted analysis of underwater videos, e.g. fish detection
and species recognition, for long-term observation [20].
Live fish recognition in the open sea promotes commercial

and environmental applications like fish farming and mete-
orological monitoring [12].

Traditionally, marine biologists have employed many
tools to examine the appearance and quantities of fish. For
example, they cast nets to catch and recognize fish in the
ocean. They also dive to observe underwater, using pho-
tography [3]. Moreover, they combine net casting with a-
coustic (sonar) [2]. Nowadays, much more convenient tools
are employed, such as hand-held video filming devices [11].
Embedded video cameras are also used to record underwa-
ter animals (including insects, fish, etc.), and observe fish
presence and habits at different times [15]. This equipment
has produced large amounts of data and it requires informat-
ics technology like computer vision and pattern recognition
to analyse and query abundant videos. Statistics about spe-
cific oceanic fish species distribution, besides an aggregate
count of aquatic animals, can assist biologists resolving is-
sues ranging from food availability to predator-prey rela-
tionships [10]. However, the recognition task is fundamen-
tally challenging because fish can move freely and illumina-
tion levels change frequently in such environments [19, 17].

The fish recognition task is an application of multi-class
classification. A common multi-class classifier could be
considered as a flat classifier because it classifies all class-
es using the same features at the same time [4]. A criti-
cal drawback is that it does not consider certain similarities
among classes. These classes can be better separated by
specifically selected features. One solution is to integrate
domain knowledge and construct a tree to organize these
classes hierarchically [6], called hierarchical classification.
This method has significant advantages by grouping simi-
lar classes into certain subsets and selecting specific subsets
of features to distinguish them at a later stage [9]. Hierar-
chical structures are popular in document and image cate-
gorization. Mathis [13] organizes documents hierarchically
by making use of the correlations between topical subject-
s. Deng et.al. [7] introduced a new dataset called ImageNet
where a large scale hierarchical ontology of images are con-
structed based on the WordNet knowledge. One problem



with these hierarchical classification methods is the error
accumulation. Each level of the hierarchical tree has some
classification errors. In fish recognition, especially when
our database is extremely imbalanced, misclassified sam-
ples are passed into deeper layers and reduce the average ac-
curacy of the final recognition performance. Another issue
for a multi-class classifier (not only for hierarchical classi-
fication) is that it classifies every test sample into one of the
training classes. Although our fish recognition dataset cov-
ers the 15 most dominant species of fish, there are still many
observed fish from unmodeled species. These fish images
are classified as known species and the precision is thus de-
creased. Furthermore, manual annotation work for these
minority species is expensive because of the small propor-
tion of these images, when compared to the major species.
Thus, the reject option helps the fish recognition application
in finding new species.

We address the improvement of rejection in hierarchical
classification by calculating the posterior probability from
Bayes rule. A GMM model is applied at the leaves of a
hierarchical tree as the reject option. It evaluates the poste-
rior probability of the testing samples and produces a lower
false positive rate, since some misclassification errors in the
hierarchical classifier can be overcome but at the price of a
slightly lower true positive rate due to incorrect rejections.

The main contribution of this paper is a novel rejection
system in hierarchical classification for fish species recog-
nition. We also test the proposed rejection algorithm on
the Oxford flower dataset. The reject function is integrated
with a Balance-Guaranteed Optimized Tree (BGOT) hierar-
chical method. After a forward sequential feature selection
and learning the mixture models, a GMM model is applied
to evaluate the posterior probability of testing samples and
provides a reject option. The rest of the paper is organized
as follows: Section 2 briefly introduces the reject option
in classification. Section 3 describes the Gaussian Mixture
Model for the reject option. Section 4 shows experimental
results in an underwater observational system and conclu-
sions are drawn in Section 5. In the supplementary material
1 , we briefly introduce the BGOT method and apply the
proposed method to the Oxford flower dataset.

2. Classification with reject option

Hierarchical classification has proven effectiveness in
imbalanced datasets [11], document categorizing [13], and
large numbers of classes [7]. However, there is a draw-back
of the hierarchical classification method: the error accumu-
lation problem. If a sample is misclassified at some inter-
mediate nodes, then it can never be correctly classified. It
becomes more critical in an imbalanced data set. The hi-
erarchical algorithm accumulates classification errors when

1http://homepages.inf.ed.ac.uk/s1064211/wacv/complementary.pdf

these samples are pushed down the tree. Samples from the
minority classes can generate greater cost than the domi-
nant classes if they are misclassified. In order to resolve
the error accumulation issue of hierarchical classification, a
reject option is included to eliminate the samples that are
dissimilar to the assigned classes. Thus, a p-class SVM
has p + 1 decisions: {1, ..., p, Reject}. The reject option
means either a wrong decision of any of the p classes or
the sample is from an unknown class. Platt [16] proposed
a rejection method that used an additional sigmoid func-
tion P (y = 1 | t) = 1/(1 + exp(at + b)) to map the
SVM outputs into posterior probabilities P (y = ±1 | t)
rather than first estimating the class-conditional probabili-
ties P (t | y = ±1), where t is the SVM output, a and b are
parameters trained from validation set. Another common
way to give a score to the classifier decisions is the Soft-
Decision hierarchical classifier. In [21], Wang et al. present
an implementation using the SVRDM classifier. The sig-
nificant change is that there is no constraint that the out-
puts of each node should sum to one. Given evidence X
and the classification result for each sub-branch m, each n-
ode i in the classification path generates a probability output
Pi(C = m | X). The final posterior probability P is the
product of the corresponding Pi along each path.

3. Gaussian mixture model for reject option
A Gaussian Mixture Model (GMM) is a semi-parametric

density model which is comprised by a number of Gaussian
components [1]. A GMM model assumes that the data fea-
tures are originally sampled from a weighted sum of multi-
ple Gaussian functions. In feature space, a GMM provides
more flexibility and precision in modelling the underlying
statistics of sample data [14].

Figure 1. Result rejection for fish recognition, framework.

The conditional density for a sample belonging to a given
class C in the training set is a mixture with M components
of Gaussian densities [1]:
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θ is the parameters of infinite mixture model, including ωi
and µi and Σi, g(x | µi,Σi) is the component Gaussian
density, while each component is a Gaussian with mean µi

and covariance matrix Σi, ωi is the mixture weight and sat-
isfies the constraint that

∑M
i=1 ωi = 1. A GMM is em-

ployed to represent the hypothetical clusters of density dis-
tributions in feature space because individual component
Gaussian functions cannot model the underlying character-
istics of the given classes. For example, in fish recogni-
tion, some species of fish have specific colors, fin shapes,
stripes or texture. It is reasonable to assume that the ex-
tracted features represent the domain knowledge and repre-
sent them by the density distributions. Each characteristic
is expressed both by the mean value µi and the covariance
matrix Σi. The training procedure is unsupervised (after as-
signed the training class), the GMM captures the prominent
density distributions and is not constrained by the label in-
formation. In equation 1, there are several variables to be
fit in this step, like µi,Σi. The Expectation Maximisation
(EM) algorithm [18], which is guaranteed to converge to a
local maximum by iteratively searching, is applied to opti-
mise the Gaussian mixture model. We use an unsupervised
learning algorithm which is presented by Figueiredo et al.
[8] to learn a proper mixture model from multivariate data.
It could automatically select the finite mixture model by us-
ing the minimum message length (MML) with advantages
compared to other deterministic criterion, e.g. BIC, MDL:
less sensitive to the initialization, avoids the boundary of the
parameter space.

Figure 2. GMM for rejection in hierarchical classification, inte-
grated with a BGOT method.

One difficulty for rejection in a hierarchical method is
how to evaluate the certainty score based on the intermedi-
ate classification results at different layers. Instead of inte-
grating the result score along the path of the hierarchy, here
a GMM model is applied after the BGOT classification to
implement the reject option (Figure 2). The GMM model
is trained by a subset of features of using the forward se-
quential selection method. For each BGOT result, the final
P (C | x) for that input is estimated according to the GMM
likelihood score. More specifically, the rejection uses the

Figure 3. (a) Distribution of posterior probability of the training
samples of species Chromis chrysura. (b) Distribution of poste-
rior probability of True Positives. (c) Distribution of posterior
probability of False Positives. See text for details.

posterior probability for the predicted class Ci given evi-
dence X:

p(Ci | X) =
p(Ci)p(X | Ci)

p(X)
=

p(Ci)p(X | Ci)∑
j p(Cj)p(X | Cj)

(2)
where the prior knowledge p(Ci) is calculated from the
training samples. For each fish species, we trained a G-
MM with the selected feature subset by forward sequen-
tial selection method and we used unsupervised learning
[8] to select the number of mixture models. The features
used for training the GMM are the same as for the BGOT
but a different subset was selected. In [5], Chib and Sid-
dhartha express the marginal density as the prior times the
likelihood function over the posterior density. They found
comparable performance of the marginal likelihood with an
estimation of the posterior density. Since we address the
improvement of rejection in hierarchical classification, we
also calculate the posterior density from Bayes rule of the
testing samples. For each sample with evidence X and B-
GOT prediction C̃, we calculate its posterior probability
P (C | X) from Equation 2 and set a small threshold (i.e.
0.01) to reject all samples whose posteriori probabilities are
below the threshold. Figure 3 illustrates the distribution of
the posterior probability p(Ci | X) of all samples that are
classified as species Chromis chrysura. These samples are
either correctly classified (True Positives) or misclassified
(False Positives). The distribution of posterior probability
of False Positives (as shown in Figure 3 c) has a peak distri-
bution (about 38%) around the value of zero while most of
the True Positives have higher posterior probability (Figure
3 b). The diversity between these two distributions is ex-
ploited to distinguish False Positives. This algorithm reject-
s a substantial portion of the misclassified samples with the
cost of also rejecting a small proportion of True Positives
(see experiment section for details).

4. Experiments
We evaluate the reject option with an application of fish

recognition. The experiment is carried out by comparing



our GMM-based method with two state-of-the-art method-
s: 1) relating SVM outputs to probabilities, and 2) soft-
decision hierarchical classification with a reject option. We
also test the proposed rejection algorithm on the Oxford
flower dataset. The experimental result and analysis are in-
cluded in the supplementary material.

Figure 4. Fish data: 15 species, 24150 fish detections. The images
shown here are ideal image as many of the others in the database
are a bit blurry, and have fish at different distances, and orienta-
tions or are against coral or ocean floor backgrounds.

4.1. Fish database

The data is acquired from underwater cameras placed in
the Taiwan sea with 24150 fish images of the top 15 most
common species as shown in Figure 4. This is a challeng-
ing task due to low quality of images, blurriness, varying
range/orientations and diverse backgrounds. Fish can move
freely and illumination levels change frequently both local-
ly from caustics arising from ocean surface waves and glob-
ally according to sun and cloud positions. The fish species
are manually labeled by following instructions from ma-
rine biologists. This figure shows the fish species name
and the numbers of images. The fish detection and track-
ing software described in [15] is used to obtain the fish im-
ages. 24150 images of 15 species are split for 5-fold cross-
validation with a leave-one-out strategy. Approximately,
14490 images are for training, 4830 for validation, and 4830
for testing. Each species is sampled in the same propor-
tion. The training and testing sets are isolated so fish images
from the same trajectory sequence are not used during both
training and testing. The GMM needs estimated covariance
matrices and the species 7-15 did not have enough training
samples for that estimation, given the number of features
selected. Thus, we only apply the reject option to the top
6 species (shown in Figure 5). 3220 images from 8 new
species (shown in Figure 6) are added to the test set to test
the performance in probing unknown classes. None of these
new samples are from the top 15 species, thus the trained
model has no prior knowledge about these new classes.

4.2. Result rejection in fish recognition

We use a hierarchical classification method BGOT [11]
for such an imbalanced data set. It applies two strategies to
help control the error accumulation: arranges more accurate
classifications at a higher level and leaves similar classes to
deeper layers, while it keeps the hierarchical tree balanced
to minimize the max-depth. Some pre-processing proce-
dures like fish orientation and fish mask enhancement are
undertaken to improve the recognition rate. Next is the fea-
ture extracting step. Altogether, 2626 dimensions of fea-
tures are acquired. They are a combination of color, shape
and texture properties in different parts of the fish such as
tail/head/top/bottom, as well as the whole fish. All features
are normalized by subtracting the mean and dividing by
the standard deviation (z-score normalized after 5% outli-
er removal). Forward sequential feature selection (FSFS) is
applied in the BGOT method to select effective subsets of
features at each node of the hierarchical tree and the goal
of feature selection is to maximize the average accuracy a-
mong all classes, which enhances the weight of minority
classes. Feature selection typically selects about 300 of the
features at each node. We classify all fish images and apply
the reject option to the classification results that are predict-
ed as one of the top 6 species which dominate the data set.

Figure 5. Dominant fish species used in experiments. We apply the
reject option to these species as the dataset is imbalanced and the
other species do not have adequate samples to train the rejection
model after feature selection.

Figure 6. 8 new species of fish. They do not belong to any of the
training species used in the experiments.

4.3. Result analysis and discussions

Figure 3 illustrates the different distributions between
misclassified and correctly classified samples. After BGOT
classification, we eliminate the test samples whose posteri-
or probability is lower than the threshold T . This method
rejects a significant portion of the misclassified samples
(True Rejection, TR) while the cost is that it also rejects
a smaller proportion of correctly classified samples (False
Rejection, FR). We evaluate the performance of rejection
in 5-fold cross validation by three factors: True Rejection
rate of known classes (the test samples from top 15 class-
es, which are misclassified and correctly rejected), True re-
jection rate of unknown classes (the test samples from new



Species TRs (known class) TRs (new class)
rate(%) number rate(%) number

D. reticulatus 13.7 15 11.2 33
A. clarkii 20.3 4 11.4 212
C. chrysura 32.8 15 51.2 53
P. dickii 13.9 6 14.8 19
M. kuntee 41.7 6 80.6 13
L. fulvus 65.7 4 48.6 106

Table 1. Rejection result of incorrect classification from either
trained 15 species (cols 2,3) or new 8 species (cols 4,5), averaged
by 5-fold cross validation. (TR=True Rejection). For D. reticu-
latus, the algorithm rejects 13.7% (15) of the known classes that
were incorrectly classified as D. reticulatus. Similarly, 11.2% (33)
of the unknown species classified as D. reticulatus were rejected.

Species True Positives False Rejections
rate(%) number rate(%) number

D. reticulatus 91.9 2237 4.1 95
A. clarkii 95.7 775 0.7 6
C. chrysura 85.2 606 8.0 53
P. dickii 92.5 496 1.8 9
M. kuntee 80.4 74 2.1 1
L. fulvus 84.2 35 1.7 1

Table 2. True positive rate among 15 classes after rejection (cols
2,3) and additional false rejections due to rejection step (cols 4,5),
averaged by 5-fold cross validation.

classes, they are classified into one of the top 15 classes
and then correctly rejected), False Rejection rate (correctly
classified samples but falsely rejected).

Table 1 and 2 demonstrates that using the GMM effec-
tively improves the reject option in hierarchical classifica-
tion for fish recognition. In Table 1, the second and third
columns indicate how many misclassified samples from the
top 15 species are correctly rejected while the fourth and
fifth columns display correctly rejected samples from the
new species. In Table 2, the last two columns show how
many correctly classified fish are thrown out (False Rejec-
tion rate) after we have applied the reject option. In a prefer-
able example, e.g., for all test samples that are classified
as Lutjanus fulvus, 65.7% of misclassified known species
samples and 48.6% of new species samples are identified
and truly rejected, while only 1.7% of the correctly clas-
sified samples are falsely rejected. However, as fish can
move freely and illumination levels change frequently in
such environments, fish images, even from the same fish,
have enormous variations. There are some test samples
whose feature distributions are not effectively captured by
the GMM. We need to keep a cautious attitude and only
filter out samples whose posterior probabilities are signifi-
cantly low. We have to balance the tradeoff between more

rejection and more remaining. For example, the cost of the
reject option for Chromis chrysura is that we throw away
8.0% (53 images) of correct fish while we have correctly re-
jected 32.8% and 51.2% of the wrongly classified fish from
training species and new species, respectively.

The system performance of fish recognition is evaluated
by Average Recall (AR) and Average Precision (AP), which
are averaged by all classes with reject option. They are more
challenging in an imbalanced database because the minori-
ty classes have much higher weight. Given True Positive /
False Positive / False Negative, the AR is defined as:

AR =
1

c

c∑
j=1

(
TruePositivej

TruePositivej + FalseNegativej
) (3)

where c is the number of classes. AP is the probability that
the classification results are relevant to specified species, as
shown below:

AP =
1

c

c∑
j=1

(
TruePositivej

TruePositivej + FalsePositivej
) (4)

Algorithm AP (%) AR (%)
BGOT baseline (no rjection) [11] 56.5 91.1
BGOT+SVM probabilities [16] 59.0 90.9

BGOT+soft-decision hierarchy [21] 59.0 90.7
BGOT+GMM (proposed method) 65.0* 88.3

Table 3. Fish recognition result averaged by species with reject
option, averaged by 5-fold cross validation. * means significant
improvement with 95% confidence by t-test.

The experiment result table 3 demonstrates that our
method rejects a substantial portion of the misclassified
samples (significant improvement in AP) while the cost is
that it also rejects a small proportion of correctly classified
samples (small reduction in AR). The methods in [16, 21]
are the state of the art in hierarchical classification rejection.
We compare our method to these two rejection algorithms
and it achieves significantly better performance in AP. The
proposed method improves BGOT hierarchical classifica-
tion in two aspects: 1) filters out part of the misclassified
samples and increases the averaged precision with a small
reduction of the average recall, 2) finds potential new sam-
ples which do not belong to the training classes. It detects
a set of samples which have a higher probability of com-
ing from new species, and therefore, reduces the work of
finding the new fish, especially in a large database of under-
water videos.

To summarize our result, we use F-score to consider both
the average recall and the average precision of the test. The
general formula of F-score for a positive real β is:

Fβ = (1 + β2) · precision · recall
(β2 · precision) + recall

(5)



We use the F1 measure, which is the harmonic mean of
precision and recall, as shown in table 4.

Algorithm F1-score
BGOT baseline (no rjection) [11] 0.7135 ± 0.0227
BGOT+SVM probabilities [16] 0.7150 ± 0.0222

BGOT+soft-decision hierarchy [21] 0.7140 ± 0.0225
BGOT+GMM (proposed method) 0.7485 ± 0.0194 *

Table 4. F-score result averaged by species with reject option, aver-
aged by 5-fold cross validation. * means significant improvement
with 95% confidence.

5. Conclusion
This paper adds a novel rejection system to hierarchical

classification as applied for fish species recognition. We ap-
ply a GMM model at the leaves of the hierarchical tree as
a reject option. We use feature selection to select a sub-
set of effective features that distinguishes the samples of a
given class from others. After learning the mixture models,
the reject function is integrated with a BGOT hierarchical
method. It evaluates the posterior probability of the testing
samples and reduces the false positive rate, since some mis-
classification errors in the BGOT classifier can be overcome
at the price of a slightly lower true positive rate due to incor-
rect rejections. The experimental results shown both here
and in the supplementary results using the Oxford flower
database demonstrate a reduction in the accumulated errors
from hierarchical classification and an improvement in dis-
covering unknown classes in comparison to two other rejec-
tion algorithms.
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