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Multilingual translation
• Isn’t translation already multilingual? 

• Consider these datasets: 

• United Nations (6 languages) 

• European parliament (21 languages) 

• The Bible (484 complete and 2551 partial 
translations) 

• What can we do with more than two languages?
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Interlingua

from Vauquois,1968
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Multi-source translation
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• Suppose we have a document in French and its 

(human) translation in German. Questions:

R. Sennrich MT – 2018 – 11 3 / 23

Multi-source translation
• Suppose we have a document in French and its 

(human) translation in German. Questions:

• Will it help to use both translations?

R. Sennrich MT – 2018 – 11 3 / 23

Multi-source translation
• Suppose we have a document in French and its 

(human) translation in German. Questions:

• Will it help to use both translations?

• Is there any use for this?

R. Sennrich MT – 2018 – 11 3 / 23

Multi-source translation
• Suppose we have a document in French and its 

(human) translation in German. Questions:

• Will it help to use both translations?

• Is there any use for this?

• YES! The European Parliament has 24 official 
languages. But not all translation is directly 
from a source and target language; there is 
often a bridge language. 
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Motivation for Multi-Source Translation

ambiguities in one source language may be resolved in the other
and vice versa

bank

banque bord

Ufer
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Multi-source translation
Quite an old idea (e.g. Och & Ney 2001)
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Multi-source translation
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• Assorted techniques to do this in IBM-style or phrase-

based MT.
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Multi-source translation
• Assorted techniques to do this in IBM-style or phrase-

based MT.

• Difficult to model directly due to independence 
assumptions of these models.

• Usually done as a kind of system combination 
(merging the output of two MT systems).

• But this introduces other problems, e.g. decoding.

• Fundamentally, it’s interpolation of conditional LMs.
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Direct multi-source
Zoph & Knight 2016

• Directly learns and uses p(English|French,German) 

• For attention: two context vectors (uses p-local attention of 
Luong, et al, but could use other methods).
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Multi-way MT
Firat et al. 2016 (two papers)
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Multi-way MT
Firat et al. 2016 (two papers)

• Assume only many bilingual parallel corpora. 

• For N languages: learn N encoders and N decoders. 

• But what about attention?

p(fi|fi�1, ..., f1, e) = g(fi�1, si, ci)

ci =

|e|X

j=1

↵ijhj

↵ij =
exp(aij)P|e|

k=1 exp(aik)

aij = a(si�1, hj)
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Multi-way MT
Firat et al. 2016 (two papers)

• As in Bahdanu et al. (2014), attention mechanism is 
a feedforward function of both decoder hidden state 
and encoder context vector. 

• Shared between all encoders and decoders.

p(fi|fi�1, ..., f1, e) = g(fi�1, si, ci)

ci =

|e|X

j=1

↵ijhj

↵ij =
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Multi-way MT
Firat et al. 2016 (two papers)

Low-resource simulation 
(using high-resource 
European languages)
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Multi-way MT
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Multi-way MT
Firat et al. 2016 (two papers)

ok, but what about multi-source?

R. Sennrich MT – 2018 – 11 11 / 23



Multi-way multi-source MT
Firat et al. 2016 (two papers)
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• Still assumes only many bilingual parallel corpora. 

• What to do if there are multiple input sentences? 

• Early averaging (average context vectors). 

• Late averaging (aka linear interpolation).
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Multi-way multi-source MT
Firat et al. 2016 (two papers)

• Still assumes only many bilingual parallel corpora. 

• What to do if there are multiple input sentences? 

• Early averaging (average context vectors). 

• Late averaging (aka linear interpolation).

Early and late averaging are orthogonal, can be combined.
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Zero-shot MT
Firat et al. 2016 (two papers)

• Suppose our bilingual parallel data include a pair of 
languages for which we have no parallel data. 

• Q: Can we use the multi-way encoder-decoder system 
to translate Spanish into French?

English EnglishSpanish French
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Zero-shot MT
Firat et al. 2016 (two papers)

• Suppose our bilingual parallel data include a pair of 
languages for which we have no parallel data. 

• Q: Can we use the multi-way encoder-decoder system 
to translate Spanish into French?

A: Not really

Must pivot 
(explicitly) 

through English
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Zero-shot MT
Firat et al. 2016 (two papers)

• Finetuning: what if we use a small amount of 
parallel data in this setting? 

• Q: Where would we get this data?
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Zero-shot MT
Johnson et al. 2016 (Google)

• Do we really need N encoders and N decoders? 

• Can we just learn a single function parameterized 
by the desired output language? 

• Implementation: add a token indicating desired 
output language to input. 

• Why is this a nice solution (for Google)?
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Multi-source MT
Johnson et al. 2016 (Google)

• Sanity check: must not make things worse. 
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Multi-target MT
Johnson et al. 2016 (Google)

• Sanity check: must not make things worse. 
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Zero-shot MT
Johnson et al. 2016 (Google)

• Incremental training: add a small amount of (true) 
parallel data in the language pair of interest.
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Zero-shot MT
Johnson et al. 2016 (Google)

trained on 
parallel data
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Zero-shot MT
Johnson et al. 2016 (Google)

zero-shot + small 
parallel data
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Zero-shot MT
Johnson et al. 2016 (Google)

actual zero-shot 
experiment
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Zero-shot MT
Johnson et al. 2016 (Google)

code-switching in the input language:

code-switching in the output language:
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Zero-shot MT
Johnson et al. 2016 (Google)

Portuguese informant: “we decided it's impossible to 
judge the correctness of the translation without context 
(but it's likely wrong). After finding the context (Alice in 

Wonderland) we can conclude it's wrong.”

code-switching in the output language:
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Zero-shot MT
Johnson et al. 2016 (Google)

Low-dimensional embeddings of context vectors
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Zero-shot MT
Johnson et al. 2016 (Google)

Low-dimensional embeddings of context vectors
Provocative (untestable) claim: this is an interlingua
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