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Overview

decoding strategies covered so far
greedy search

sampling

beam search

ensemble decoding

today
vocabulary selection

better greedy decoding

reranking (right-to-left and reconstruction)

constrained decoding

simultaneous translation
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Refresher

beam search
maintain list of K hypotheses
(beam)

at each time step, expand each
hypothesis k: p(yki |S, yk<i)

select K hypotheses with
highest total probability:

∏

i

p(yki |S, yk<i)

hello 0.946

0.056

world 0.957

0.100

World 0.010

4.632

. 0.030

3.609

! 0.928

0.175

... 0.014

4.384

<eos> 0.999

3.609

world 0.684

5.299

HI 0.007

4.920

<eos> 0.994

4.390

Hey 0.006

5.107

<eos> 0.999

0.175

0

K = 3
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Refresher

time complexity of beam search
O(|V |kt)

|V |: network vocabulary size

k: beam size

t: number of time steps
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Vocabulary Selection Strategies

goal: reduce |V |

[Jean et al., 2015]
at decoding time, select a subset of the target vocabulary for softmax and
search:

fixed set of most common target words

top translations of each source word according to IBM model
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Vocabulary Selection Strategies

[L’Hostis et al., 2016]
empirical comparison of different vocabulary selection strategies

using IBM model (word alignment) performs besttherefore use word alignment-based selection for
the rest of our analysis.
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Figure 2: BLEU vs. vocabulary size for different
selection strategies.

Mi et al. (2016) suggest that adding common
words to a selection technique could have a pos-
itive impact. We therefore consider adding the
most frequent k words to our word alignment-
based selection. Figure 3 shows that this actually
has little impact on BLEU in our setting. In fact,
the overlap of the results for n = 0 and 50 in-
dicates that most of the top 50 words are already
selected, even with small candidate sets.
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Figure 3: Impact of adding common words to
word alignment selection for various vocabulary
sizes.

Next we try to get a better sense of how pre-
cise selection is with respect to the words used by
a human translator or with respect to the transla-

tions generated by the full vocabulary model. We
use word alignments for this experiment. Figure 4
shows coverage with respect to the reference (left)
and with respect to the output of the full vocab-
ulary system (right). We do not count unknown
words (UNK) in all settings, even if they may later
be replaced by a source word (§4.1). Not count-
ing UNKs is the reason why the full vocabulary
models do not achieve 100% coverage in either
setting. The two graphs show different trends:
On the left, coverage with respect to the reference
for the full vocabulary is 95.1%, while selection
achieves 87.5% with a vocabulary of 614 words
(3rd point on graph). However, when coverage is
measured with respect to the full vocabulary sys-
tem output, the coverage of selection is very close
to the full vocabulary model with respect to itself,
i.e., when unknown words are not counted. In fact,
the selection model covers over 99% of the non-
UNK words in the full vocabulary output. This re-
sult shows that selection can recover almost all of
the words which are effectively selected by a full
vocabulary model while discarding many words
which are not chosen by the full model.
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Figure 5: BLEU accuracy versus decoding speed
for a beam size of 5 on CPU. Significant speed ups
can be achieved with no decrease in BLEU accu-
racy, e.g., word alignment selection achieves 20.2
BLEU at 137 msec/sentence while the full vocab-
ulary model requires 1, 581 msec/sentence at the
same accuracy level, this is equivalent to an 11-
fold speed up.

What is the exact speed and accuracy trade-off
when reducing the output vocabulary? Figure 5
plots BLEU against decoding speed. We pick a
number of operating points from this graph for
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Better Greedy Decoding

goal: reduce k (improve quality of greedy decoding)

sequence-level knowledge distillation [Kim and Rush, 2016]
train teacher network on original training data

train student network to mimic teacher
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Better Greedy Decoding

sequence-level knowledge distillation [Kim and Rush, 2016]
word-level KD: minimize cross-entropy to teacher distribution
sequence-level: teacher translates training set (with beam search)

KD: use 1-best translation as new reference
interpolation: use translation that is closest to reference (BLEU) as
new reference

Figure 1: Overview of the different knowledge distillation approaches. In word-level knowledge distillation (left) cross-entropy

is minimized between the student/teacher distributions (yellow) for each word in the actual target sequence (ECD), as well as

between the student distribution and the degenerate data distribution, which has all of its probabilitiy mass on one word (black). In

sequence-level knowledge distillation (center) the student network is trained on the output from beam search of the teacher network

that had the highest score (ACF). In sequence-level interpolation (right) the student is trained on the output from beam search of

the teacher network that had the highest sim with the target sequence (ECE).

This objective can be seen as minimizing the cross-
entropy between the degenerate data distribution
(which has all of its probability mass on one class)
and the model distribution p(y |x; θ).

In knowledge distillation, we assume access to
a learned teacher distribution q(y |x; θT ), possibly
trained over the same data set. Instead of minimiz-
ing cross-entropy with the observed data, we instead
minimize the cross-entropy with the teacher’s prob-
ability distribution,

LKD(θ; θT ) =−
|V|∑

k=1

q(y = k |x; θT )×

log p(y = k |x; θ)

where θT parameterizes the teacher distribution and
remains fixed. Note the cross-entropy setup is iden-
tical, but the target distribution is no longer a sparse
distribution.4 Training on q(y |x; θT ) is attractive
since it gives more information about other classes
for a given data point (e.g. similarity between
classes) and has less variance in gradients (Hinton
et al., 2015).

4 In some cases the entropy of the teacher/student distribu-
tion is increased by annealing it with a temperature term τ > 1

p̃(y |x) ∝ p(y |x)
1
τ

After testing τ ∈ {1, 1.5, 2} we found that τ = 1 worked best.

Since this new objective has no direct term for the
training data, it is common practice to interpolate
between the two losses,

L(θ; θT ) = (1− α)LNLL(θ) + αLKD(θ; θT )

where α is mixture parameter combining the one-hot
distribution and the teacher distribution.

3 Knowledge Distillation for NMT

The large sizes of neural machine translation sys-
tems make them an ideal candidate for knowledge
distillation approaches. In this section we explore
three different ways this technique can be applied to
NMT.

3.1 Word-Level Knowledge Distillation
NMT systems are trained directly to minimize word
NLL, LWORD-NLL, at each position. Therefore if
we have a teacher model, standard knowledge distil-
lation for multi-class cross-entropy can be applied.
We define this distillation for a sentence as,

LWORD-KD = −
J∑

j=1

|V|∑

k=1

q(tj = k | s, t<j)×

log p(tj = k | s, t<j)

where V is the target vocabulary set. The student
can further be trained to optimize the mixture of
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Better Greedy Decoding

sequence-level knowledge distillation [Kim and Rush, 2016]
experimental settings:

English→German WMT 2014 data
large teacher network (4 layers; hidden layer size 1000)
small student network (2 layers; hidden layer size 500)

model BLEU (K=1) BLEU (K=5)
teacher baseline (4x1000) 17.7 19.5
sequence-level interpolation 19.6 19.8
student baseline (2x500) 14.7 17.6
word-level KD 15.4 17.7
sequence-level KD 18.9 19.0
sequence-level interpolation 18.5 18.7
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Reranking

phrase-based SMT
common in phrase-based SMT with linear framework

compute expensive features only for k-best translations

neural MT
if previous predictions are incorrect, predictions may be less reliable
→ rerank with model trained to decode right-to-left
[Liu et al., 2016, Sennrich et al., 2016]

without coverage model, we may delete or repeat parts of source text
→ rerank with reconstruction cost (p(S|T ))
[Li and Jurafsky, 2016, Tu et al., 2016]
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Reconstruction

Example 1 (under-
translation)

Source
Dieser Zustand erhöht vier bis fünf Mal das Risiko, dass 
eine transitorische ischämische Attacke (TIA) oder 
Schlaganfall vorkommt.

Reference
This condition increases your risk by about four to five 
times of having a transient ischaemic attack (TIA) or 
stroke.

Translation This condition increases the risk of transient ischaemic 
attack (TIA) or stroke.

slide credit: Phil Williams
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Reconstruction

Reranking Example 1
lcost rcost Translation Rank’

4.85 2.20 this condition increases the risk of transient 
ischaemic attack ( TIA ) or stroke . 7

4.93 2.02 this condition increases the risk of transient 
ischaemic attacks ( TIA ) or stroke . 6

5.36 2.28 this condition increases the risk of a transient 
ischaemic attack ( TIA ) or stroke . 9

6.67 0.44
this condition increases four to five times the 
risk that transient ischaemic attack ( TIA ) or 
stroke occurs .

1

5.13 2.22 this condition increases the risk of transient 
ischemic attack ( TIA ) or stroke . 10

6.95 0.44 this situation increases four to five times the risk 
that transient ischaemic attack ( TIA ) or stroke 
occurs .

2

slide credit: Phil Williams
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Constrained Decoding

why?
force translation of terminology

interactive machine translation
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Prefix-Constrained Decoding

cumbersome in phrase-based MT

very natural in neural MT

standard decoding:

p(T |S) =
n∏

i=1

p(yi|y1, . . . , yi−1, x1, . . . , xm)

prefix-constrained decoding:

PRE = y1, . . . , yj

p(T |S,PRE) =
n∏

i=j+1

p(yi|y1, . . . , yi−1, x1, . . . , xm)

simple change to decoding algorithm; no changes to model/training
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Constrained Decoding

arbitrary constraints
how can we decode with more general constraints?

keep track of how many constraints hypothesis fulfills

finished hypothesis is only valid if all constraints are fulfilled

challenge: hypotheses that fulfill constraints must survive pruning
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Constrained Decoding

Grid Beam Search [Hokamp and Liu, 2017]
core idea: eliminate competition between hypotheses that fulfill
different number of constraints
2d grid (each box is one beam):

x axis: number of time steps
y axis: number of constraint tokens matched

Figure 1: A visualization of the decoding process for an actual example from our English-German MT experiments. The output
token at each timestep appears at the top of the figure, with lexical constraints enclosed in boxes. Generation is shown in
blue, Starting new constraints in green, and Continuing constraints in red. The function used to create the hypothesis at each
timestep is written at the bottom. Each box in the grid represents a beam; a colored strip inside a beam represents an individual
hypothesis in the beam’s k-best stack. Hypotheses with circles inside them are closed, all other hypotheses are open. (Best
viewed in colour).

discussion of GBS, Section 3 discusses the lex-
ically constrained decoding algorithm in detail,
Section 4 presents our experiments, and Section 5
gives an overview of closely related work.

2 Background: Beam Search for
Sequence Generation

Under a model parameterized by θ, let the best
output sequence ŷ given input x be Eq. 1.

ŷ = argmax
y∈{y[T]}

pθ(y|x), (1)

where we use {y[T]} to denote the set of all se-
quences of length T . Because the number of pos-
sible sequences for such a model is |v|T , where |v|
is the number of output symbols, the search for ŷ
can be made more tractable by factorizing pθ(y|x)
into Eq. 2:

pθ(y|x) =
T∏

t=0

pθ(yt|x; {y0 . . . yt−1}). (2)

The standard approach is thus to generate the
output sequence from beginning to end, condition-
ing the output at each timestep upon the input x,

and the already-generated symbols {y0 . . . yi−t}.
However, greedy selection of the most probable
output at each timestep, i.e.:

ŷt = argmax
yi∈{v}

p(yi|x; {y0 . . . yt−1}), (3)

risks making locally optimal decisions which are
actually globally sub-optimal. On the other hand,
an exhaustive exploration of the output space
would require scoring |v|T sequences, which is
intractable for most real-world models. Thus, a
search or decoding algorithm is often used as a
compromise between these two extremes. A com-
mon solution is to use a heuristic search to at-
tempt to find the best output efficiently (Pearl,
1984; Koehn, 2010; Rush et al., 2013). The key
idea is to discard bad options early, while trying
to avoid discarding candidates that may be locally
risky, but could eventually result in the best overall
output.

Beam search (Och and Ney, 2004) is probably
the most popular search algorithm for decoding se-
quences. Beam search is simple to implement, and
is flexible in the sense that the semantics of the
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Constrained Decoding

Grid Beam Search [Hokamp and Liu, 2017]
very general:

agnostic to model architecture
requires no source-side information
requires no retraining

constraints must be in-vocabulary: use subword-level model

problem: high computational complexity: O(|V |ktc)
(k: beam size; t: length; c: # constraint tokens)
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Simultaneous Translation

objectives in simultaneous translation:
1 maximize translation quality
2 minimize latency

to minimize latency, system may start translating before full input has been
seen

R. Sennrich MT – 2018 – 14 16 / 19



Don’t Until the Final Verb Wait: Reinforcement Learning
for Simultaneous Machine Translation [Grissom II et al., 2014]

actions:
commit partial translation
wait for more words
predict the next or final source word

goal: learn a policy that maximizes latency-bleu:

Q(x, y) =
1

T

∑

t

BLEU(yt, r) + T · BLEU(yT , r)

Pos Input Intermediate Consensus
1
2 Er He1 He1

3 Er wurde
gestaltet

It1 was2 designed3 He1 was2 designed3

4 It1 was2 designed3 He1 was2 designed3

5 Er wurde
gestern
renoviert

It1 was2 renovated3

yesterday4

He1 was2 designed3

yesterday4

Table 1: How intermediate translations are combined into a consensus translation. Incorrect
translations (e.g., “he” for an inanimate object in position 3) and incorrect predictions (e.g.,
incorrectly predicting the verb gestaltet in position 5) are kept in the consensus translation.
When no translation is made, the consensus translation remains static.

Er ist zum Laden gegangen

He went to 
the store

He
He to the

He to the store

Psychic

Monotone

He went 
to the 
store

Batch

Policy
Prediction He

He went He went to 
the store

He to the 
store went

He went 
to  the

Source Sentence
β

Figure 3: Comparison of lbleu (the area under
the curve given by Equation 1) for an impossi-
ble psychic system, a traditional batch system,
a monotone (German word order) system, and
our prediction-based system. By correctly pre-
dicting the verb “gegangen” (to go), we achieve
a better overall translation more quickly.

obtain latency-bleu (lbleu),

Q(x,y) =
1
T

∑
t

bleu(yt, r) (1)

+ T · bleu(yT , r)

The lbleu score is a word-by-word inte-
gral across the input source sentence. As each
source word is observed, the system receives a
reward based on the bleu score of the partial
translation. lbleu, then, represents the sum of
these T rewards at each point in the sentence.
The score of a simultaneous translation is the
sum of the scores of all individual segments
that contribute to the overall translation.

We multiply the final bleu score by T to en-
sure good final translations in learned systems

to compensate for the implicit bias toward low
latency.5

4 Predicting Verbs and Next
Words

The next and verb actions depend on predic-
tions of the sentence’s next word and final verb;
this section describes our process for predict-
ing verbs and next words given a partial source
language sentence.

The prediction of the next word in the source
language sentence is modeled with a left-to-
right language model. This is (näıvely) anal-
ogous to how a human translator might use
his own “language model” to guess upcoming
words to gain some speed by completing, for
example, collocations before they are uttered.
We use a simple bigram language model for
next-word prediction. We use Heafield et al.
(2013).

For verb prediction, we use a generative
model that combines the prior probability of
a particular verb v, p(v), with the likelihood
of the source context at time t given that
verb (namely, p(x1:t | v)), as estimated by a
smoothed Kneser-Ney language model (Kneser
and Ney, 1995). We use Pauls and Klein
(2011). The prior probability p(v) is estimated
by simple relative frequency estimation. The
context, x1:t, consists of all words observed.
We model p(x1:t | v) with verb-specific n-gram
language models. The predicted verb v(t) at
time t is then:

arg max
v
p(v)

t∏
i=1

p(xi | v, xi−n+1:i−1) (2)

5One could replace T with a parameter, β, to bias
towards different kinds of simultaneous translations. As
β →∞, we recover batch translation.

1346
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Don’t Until the Final Verb Wait: Reinforcement Learning
for Simultaneous Machine Translation [Grissom II et al., 2014]

STOP

C
om

m
it

 Observation  Observation (prediction)  Observation  Observation 

 Observation 

1. Mit dem Zug 2. Mit dem Zug bin
ich

3. Mit dem Zug bin
ich nach

4. Mit dem Zug bin
 ich nach … gefahren ...

 Observation (prediction) 
5. Mit dem Zug bin ich

nach Ulm
… gefahren ...

6. Mit dem Zug bin ich
nach Ulm gefahren.

Output: I traveled
by train

Output: I traveled
by train
to UlmOutput: I traveled 

by train
to Ulm.

S
with the 

train
I am

with the 
train

by train

to Ulm

S
by train

Wait Wait Predict

S I traveled
by train

with the 
train

to

C
om

m
it

Wait

Fixed 
output

Commit

st
at

e

Figure 2: A simultaneous translation from source (German) to target (English). The agent
chooses to wait until after (3). At this point, it is sufficiently confident to predict the final verb
of the sentence (4). Given this additional information, it can now begin translating the sentence
into English, constraining future translations (5). As the rest of the sentence is revealed, the
system can translate the remainder of the sentence.

Next Word The next word action takes
a prediction of the next source word and pro-
duces an updated translation based on that
prediction, i.e., appending the predicted word
to the source sentence and translating the new
sentence.

Verb Our system can also predict the source
sentence’s final verb (the last word in the sen-
tence). When our system takes the verb ac-
tion, it uses its verb prediction to update the
translation using the prediction, by placing it
at the end of the source sentence.

We can recreate a traditional batch trans-
lation system (interpreted temporally) by a
sequence of wait actions until all input is ob-
served, followed by a commit to the complete
translation. Our system can commit to par-
tial translations if it is confident, but producing
a good translation early in the sentence often
depends on missing information.

2.3 Translation Process

Having described the state, its components,
and the possible actions at a state, we present
the process in its entirety. In Figure 2, after
each German word is received, the system ar-
rives at a new state, which consists of the source
input, target translation so far, and predictions
of the unseen words. The translation system

must then take an action given information
about the current state. The action will result
in receiving and translating more source words,
transitioning the system to the next state. In
the example, for the first few source-language
words, the translator lacks the confidence to
produce any output due to insufficient informa-
tion at the state. However, after State 3, the
state shows high confidence in the predicted
verb “gefahren”. Combined with the German
input it has observed, the system is sufficiently
confident to act on that prediction to produce
English translation.

2.4 Consensus Translations

Three straightforward actions—commit, next
word, and verb—all produce translations.
These rely black box access to a translation
(discussed in detail in Section 6): that is, given
a source language sentence fragment, the trans-
lation system produces a target language sen-
tence fragment.

Because these actions can happen more than
once in a sentence, we must form a single con-
sensus translation from all of the translations
that we might have seen. If we have only one
translation or if translations are identical, form-
ing the consensus translation is trivial. But
how should we resolve conflicting translations?

Any time our system chooses an action that

1344
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Simultaneous Neural Machine Translation
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(b) Neural Machine Translation

Figure 7: Comparison of DE→EN examples using the proposed framework and usual NMT system respectively. Both the
heatmaps share the same setting with Fig. 1. The verb “gedeckt” is incorrectly translated in simultaneous translation.

Source	 	AP=0.3	 	AP=0.7	 	CW=2	 CW=8	
The		 The	The					 	 The		 	
people		 p--	i--	ent	the	p--	

ol--	s							
	 	 	

,	 								,						 	 p--	riv--	 	
as		 	 	 ers	 	
I					 as	I	 	 	 	
heard		 я	слышал	 Люди		 							,	 Люди		
in	 	 ,		как	я	слышал	 	 	
the	 	 	 как		 	
countryside	 						в			 						в			 я	слышал	 	
,	 	 	 	 								,	
want	 сельской	

местности						
сельской		 						в			 как	я	

a	 	 местности		 	 слышал		
Government	 	 	 сельской		 	
that	 						,	 	 	 						в				
is	 	 	 местности		 сельской			
not	 	 	 	 	
made	 хочу			 	 						,	 	
up	 правительство	 	 	 местности			
of	 	 	 хочу			 	
thi--	 ,	 ,	 	 	
eves	 	 хотят			 правительство	 	
.	 	 	 	 						,	
<eos>	 которое	не	

производится	
во--	ров	.	

,	чтобы	
правительство	,	
которое	не	в--	
меши--	вается	в	
во--	ры	.	

,	которое	не	
является	
состав--	ной	
частью	во--	ров	
.	

хотят	,	чтобы	
правительство	,	
которое	не	в--	
меши--	вается	в	
во--	ры	.	

Summary	 BLEU=39/	
AP=0.46	

BLEU=64/AP=0.
77	

BLEU=54/CW=1.
76	

BLEU=64/CW=2.
55	

	

Figure 8: Given the example input sentence (leftmost col-
umn), we show outputs by models trained for various de-
lay targets. For these outputs, each row corresponds to one
source word and represents the emitted words (maybe empty)
after reading this word. The corresponding source and target
words are in the same color for all model outputs.

serve that the simultaneous beam-search cannot
bring as much improvement as it did in the stan-
dard NMT setting. In most cases, the smaller de-
lay the model achieves, the less beam search can
help as it requires longer consecutive WRITE seg-
ments to search for a relatively higher translation
quality. One possible solution is to consider the
beam uncertainty in the agent’s READ/WRITE de-
cisions. We leave this to future work.

7.3 Qualitative Analysis

In this section, we perform a more in-depth analy-
sis using examples from both EN-RU and EN-DE
pairs, in order to have a deeper understanding of

the proposed algorithm and its remaining limita-
tions. We only perform greedy decoding to sim-
plify visualization.
EN→RU Results are shown in Fig 8. Since
English and Russian are the both Subject-Verb-
Object (SVO) languages, the corresponding words
may share the same order in both languages, which
makes simultaneous translation easier. It is clear
that the larger the target delay (AP or CW) is set,
the more words are read before translating the cor-
responding words, which in turn results in better
translation quality. We also note that very early
WRITE commonly causes bad translation. For ex-
ample, for AP=0.3 & CW=2, both the models
choose to WRITE in the very beginning the word
“The”, which is unreasonable since Russian has
no articles, and there is no word corresponding
to it. One good feature of using NMT is that the
more words the decoder READs, the longer history
is saved, rendering simultaneous translation easier.
DE→EN As shown in Fig 1 and 7 (a), where
we visualize the attention weights as soft align-
ment between the progressive input and output
sentences, the highest weights are basically along
the diagonal line. This indicates that our simul-
taneous translator works by waiting for enough
source words with high alignment weights and
then switching to write them.

DE-EN simultaneous translation is likely more
difficult as German often uses Subject-Object-
Verb (SOV) constructions. As shown in Fig 1,
when a sentence (or a clause) starts the agent has
learned such policy to READ multiple steps to ap-
proach the verb (e.g. serviert and gestorben in
Fig 1). Such policy is still limited when the verb
is very far from the subject. For instance in Fig. 7,
the simultaneous translator achieves almost the
same translation with standard NMT except for the

[Gu et al., 2017]:

unidirectional encoder

simple action space: read or write
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