
1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

26

27

28

29

30

31

32

33

34

35

36

37

38

39

40

41

42

43

44

45

46

47

48

49

Rows and Capabilities as Modal Effects

WENHAO TANG, The University of Edinburgh, UK

SAM LINDLEY, The University of Edinburgh, UK

Effect handlers allow programmers to model and compose computational effects modularly. Effect systems

statically guarantee that all effects are handled. Several recent practical effect systems are based on either

row polymorphism or capabilities. However, there remains a gap in understanding the precise relationship

between effect systems with such disparate foundations. The main difficulty is that in both row-based and

capability-based systems, effect tracking is typically entangled with other features such as functions.

We propose a uniform framework for encoding, analysing, and comparing effect systems. Our framework

exploits and generalises modal effect types, a recent novel effect system which decouples effect tracking
from functions via modalities. Modalities offer fine-grained control over when and how effects are tracked,

enabling us to express different strategies for effect tracking. We give encodings as macro translations from

existing row-based and capability-based effect systems into our framework and show that these encodings

preserve types and semantics. Our encodings reveal the essence of effect tracking mechanisms in different

effect systems, enable a direct analysis on their differences, and provide valuable insights on language design.

1 Introduction

Effect handlers [34] provide a powerful abstraction to define and compose computational effects

including state, concurrency, and probability. Effect systems statically ensure that all effects used

in a program are handled. The literature includes much work on effect systems for effect handlers

based on a range of different theoretical foundations. Two of the most popular and well-studied

approaches are row-based effect systems [17, 25, 29] and capability-based effect systems [5–7].

Row-based effect systems, as in the languages Koka [25, 40], Links [17], and Frank [29], follow

the traditional monadic reading of effects: effects are what computations do when they run. They

treat effect types as a row of effects and annotate each function arrow with an effect row. For

modularity, they implement parametric effect polymorphism via row polymorphism [24, 36]. For

example, a standard application function in System F
𝜖
[39], a core calculus of Koka, has type:

∀𝜀.(Int →𝜀 1) → Int →𝜀 1

It is polymorphic in its effects 𝜀, which must agree with the effect performed by its first argument.

Capability-based effect systems, as in the language Effekt [6, 7] and an extension to Scala 3 [5],

adopt a contextual reading of effects: effects are capabilities provided by the context. Treating

effects as capabilities enables a notion of contextual effect polymorphism [7] which allows effect-

polymorphic reuse of functions without effect variables. For example, an uncurried application

function in System C [6], a core calculus of Effekt, has type:

(𝑓 : Int ⇒ 1, Int) ⇒ 1

The argument 𝑓 is a capability. It is a second-class function that cannot be returned as a value. It

can use any capabilities the context provides. We write ⇒ for second-class functions. For a curried

application function, which requires returning a function, we must capture capabilities in types:

(𝑓 : Int ⇒ 1) ⇒ (Int ⇒ 1 at {𝑓 })
Its result has type (Int ⇒ 1 at {𝑓 }). As well as specifying an argument and result types as usual,

this type also includes a capture set {𝑓 } which records that the returned function may use the

capability 𝑓 bound by the argument type (𝑓 : Int ⇒ 1).
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2 Wenhao Tang and Sam Lindley

Though row-based and capability-based effect systems are both well-studied, their relationship

is not. In this paper, we aim to bridge this gap in the literature by encoding both styles of effect

systems into a uniform framework. Yoshioka et al. [41] propose a parameterised calculus which

can be instantiated to various row-based effect systems, but they point out that it is challenging

future work to extend their approach to capability-based effect systems. Row-based and capability-

based effect systems differ significantly in both theoretical foundations and interpretations of

effects. Moreover, their mechanisms for tracking effects are entangled with other features such as

functions. For instance, as we have seen above, a function arrow in System F
𝜖
is not only a standard

function type but also provides effect annotations. Similarly, a function arrow in System C may

bind capabilities. The entanglement of effect tracking with such features is the central challenge in

analysing the differences between such effect systems.

An alternative foundation for effect systems has recently emerged in the form of modal effect
types (Met) [37], a novel approach to effect systems based on multimodal type theory [14, 16, 22].

Met decouples effect tracking from standard type and term constructs via modalities. For instance,

an application function in Met has a plain function type (Int → 1) → Int → 1. This type imposes

no restriction on how effects from the context may be used. To control the use of effects, we

can add modalities to the type. For example, the type [yield] (Int → 1) → Int → 1 restricts the

argument function to use only the operation yield by wrapping it with the absolute modality [yield]
(modalities have higher precedence than function arrows); the type [] (Int → 1) → [](Int → 1)
restricts both the argument and result functions to be pure.

Tang et al. [37] focus on the pragmatics of Met, especially how modalities enable concise

type signatures to higher-order functions without losing modularity. In this paper we exploit the

observation that the decoupling of effect tracking via modalities leads to a tangible increase in

flexibility and expressivity compared to typical effect systems whose effect tracking is entangled

with other features. Such decoupling allows us to encode a range of effect systems, including those

based on rows and capabilities, in a uniform framework.

We introduceMet(X), a System F-style core calculus with modal effect types parameterised by

an effect theory X. The effect theory is our main extension toMet [37]. An effect theory, inspired by

prior work on abstracting row and effect types [18, 31, 41], defines the structure of effect collections.

Met hardwires the underlying effect theory to scoped rows [24]. In contrast, Met(X) allows us

to smoothly account for the different treatments of effect collections adopted by different effect

systems, such as sets [1, 6], simple rows [31], and scoped rows [24, 25, 29]. Parameterising by the

effect theory enables us to separate the bureaucracy of managing effect collections from our main

concern which is how to use modalities to encode different effect tracking mechanisms.

Met(X) has two further extensions toMet. The first extension ismodality-parameterised handlers.
This is a natural generalisation of effect handlers to be parameterised by a modality which is used

to wrap continuations. This extension is crucial for the encodings of System F
𝜖
and System C as

we will see in Section 2.5. The second extension is local labels, a minimal extension which allows

us to dynamically generate operation labels [11]. This extension is crucial for encoding named

handlers [4, 7, 42] (also called lexically-scoped handlers) as adopted in some languages, especially

those with capability-based effect systems like Effekt.

As the main novelty of this paper, we encode, as macro translations [12], various effect systems

based on rows and capabilities into our uniform framework Met(X). We prove that our encodings

preserve typing and operational semantics. Our encodings do not heavily alter the structure of

programs but mostly merely insert terms for manipulating modalities; our semantics preservation

theorems establish a strong correspondence between the behaviours of source calculi and their

translations. Our primary case studies are encodings of System F
𝜖
[39], a core calculus of Kokawith
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Rows and Capabilities as Modal Effects 3

a row-based effect system, and of System C [6], a core calculus of Effekt with a capability-based

effect system. By encoding effect systems into a uniform framework, we can directly reason about

the differences the effect tracking mechanisms of different effect systems (Sections 2.4 and 2.5.4).

Our encodings also offer practical insights for language designers (Section 6.3).

Beyond analysing differences between effect systems,Met(X) opens up interesting future re-

search directions. First, Met(X) gives a uniform intermediate representation for different effect

systems which enables us to design type-directed optimisations without restricting ourselves to a

specific effect system. Second,Met(X) allows us to design a new effect system by directly giving its

encoding intoMet(X) instead of starting from scratch. Type soundness and effect safety of Met(X)

guarantee the corresponding properties hold for the new effect system.

The main contributions of this paper are as follows.

• We give a high-level overview of Met(X) and a high-level overview of how to encode row-

based and capability-based effect systems intoMet(X) which we use to compare row-based

and capability-based effect systems (Section 2).

• We formally defineMet(X) (Section 3) including our three extensions toMet: effect theories,

modality-parameterised handlers, and local labels. We prove type soundness and effect

safety of Met(X) for any effect theory X satisfying certain natural validity conditions.

• We formally define the encoding of System F
𝜖
, a core calculus with a row-based effect

system à la Koka, intoMet(Rscp) with the theory Rscp for scoped rows (Section 4). We prove

the encoding preserves types and semantics.

• We formally define the encoding of System C, a core calculus with a capability-based effect

system à la Effekt, intoMet(S) with the theory S for sets (Section 5). We prove the encoding

preserves types and semantics.

• We discuss encodings of further effect systems, insights for language design provided by

our encodings, as well as potential extensions to Met(X) (Section 6).

Section 7 discusses related and future work. The full specifications and proofs can be found in the

supplementary material.

2 Overview

In this section we give a high-level overview of the main ideas of the paper. We begin with a

brief introduction to modal effects [37] inMet(X) and examples of effect theories X. We briefly

describe the row-based effect system of System F
𝜖
[39] and the capability-based effect system of

System C [6] along with their encodings into Met(X). We use these encodings to directly compare

the different systems in a uniform framework. We specifically consider encodings of the different

kinds of effect handlers provided by the different systems. We also briefly discuss the results of

encoding other effect systems in Met(X).

2.1 Modal Effects and Met(X)

Met(X) is a System F-style core calculus. Every well-typed term in System F is also well-typed in

Met(X). For example, we may define a higher-order application function as follows.

app
Met(X) � 𝜆𝑓 Int→1 .𝜆𝑥Int .𝑓 𝑥 : (Int → 1) → Int → 1

We use meta-level macros defined by � in red to refer to code snippets.

2.1.1 Effect Contexts. Met(X) adopts a contextual reading of effects. Effectful operations are

ascribed a type signature, either globally or locally. For our examples we begin by assuming global

operations yield : Int ↠ 1 and ask : 1 ↠ Int. Typing judgements include an ambient effect context
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4 Wenhao Tang and Sam Lindley

which tracks the operations that may be performed. Consider the following function.

⊢ gen
Met(X) � 𝜆𝑥Int .do yield 𝑥 : Int → 1 @ yield

It has type Int → 1. When applied it performs the yield operation using the do syntax. The

judgement specifies the effect context with the syntax @ yield, which tracks the possibility of

performing yield. We can now apply app
Met(X) to gen

Met(X) and 42 as follows.

⊢ (𝜆𝑓 Int→1 .𝜆𝑥Int .𝑓 𝑥) (𝜆𝑥Int .do yield 𝑥) 42 : 1 @ yield

There is a natural notion of subeffecting on effect contexts. The following judgement is also valid.

⊢ 𝜆𝑥Int .do yield 𝑥 : Int → 1 @ yield, ask

2.1.2 Absolute Modalities. Effect contexts specified by@𝐸 belong to typing judgements instead

of types. As discussed in Section 1,Met(X) uses modalities to track effects in types. An absolute
modality [𝐸] allows us to specify a new effect context 𝐸 in types different from the ambient one.

For example, consider the following typing derivation.

µ[yield] ⊢ 𝜆𝑥Int .do yield 𝑥 : Int → 1 @ yield

⊢ gen′
Met(X) � mod[yield] (𝜆𝑥Int .do yield 𝑥) : [yield] (Int → 1) @ 𝐹

This term has type [yield] (Int → 1). We highlight modalities in blue when they appear in types.

The syntax mod[yield] introduces an absolute modality [yield] which specifies a singleton effect

context of yield and uses it to override the ambient effect context 𝐹 . The typing judgement of the

premise uses the new effect context yield as its ambient effect context. The lock µ[yield] tracks the
switch of the effect context and controls the accessibility of variables on the left of it. Only variables

that are known not to use effects other than yield may be used. This is important to ensure effect

safety. For example, consider the following invalid judgement.

𝑓 : Int → 1 ⊬ mod[yield] (𝜆𝑥Int .𝑓 𝑥) : [yield] (Int → 1) @ ask

This program is unsafe as 𝑓 may invoke ask which we must not use under effect context yield

specified by the modality [yield]. The judgement of the function in this program is as follows.

𝑓 : Int → 1,µ[yield] ⊬ 𝜆𝑥Int .𝑓 𝑥 : Int → 1 @ yield

This typing judgement is invalid as the lock µ[yield] prevents the use of 𝑓 . To make it valid, we can

annotate the binding of 𝑓 with the modality [yield] as 𝑓 :[yield] Int → 1. This annotation tracks

that the function 𝑓 may only use the operation yield. Such annotated bindings are introduced by

modality elimination. For instance, we can eliminate the modality of gen′
Met(X) and then apply it

via the let mod syntax as follows (where we elide the typing of the bound term).

... 𝑓 :[yield] Int → 1 ⊢ 𝑓 42 : 1 @ yield

⊢ let mod[yield] 𝑓 = mod[yield] (𝜆𝑥Int .do yield 𝑥) in 𝑓 42 : 1 @ yield

The term 𝜆𝑥Int.do yield 𝑥 inside the modality [yield] is bound to 𝑓 . The binding of 𝑓 is annotated
with this absolute modality. Consequently, the use of 𝑓 in 𝑓 42 requires the ambient effect context

to contain the operation yield. In general, whether a variable binding 𝑓 :𝜇 𝐴 can be used after a

lock µ𝜈 is controlled by a modality transformation relation which we will introduce in Section 3.3.
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Rows and Capabilities as Modal Effects 5

2.1.3 Relative Modalities. As well as being able to specify a fresh effect context from scratch with

an absolute modality,Met(X) also has relative modalities ⟨𝐷⟩ which allow us to extend the ambient

effect context with an extension 𝐷 . For instance, consider the following derivation.

µ⟨yield⟩ ⊢ 𝜆𝑥Int .do yield (do ask ()) : Int → 1 @ yield, ask

⊢ mod⟨yield⟩ (𝜆𝑥Int .do yield (do ask ())) : ⟨yield⟩(Int → 1) @ ask

The relative modality ⟨yield⟩ extends the ambient effect context ask with the operation yield.

Consequently, the inside function can use both operations. Relative modalities are especially useful

for giving composable types to effect handlers. We refer to Tang et al. [37] for further details. We

use relative modalities in the encoding of System C as we will see in Section 2.3.

2.1.4 Effect Theories. Improving onMet, we parameteriseMet(X) by an effect theory X which

defines the well-formedness relations and equivalence relations for extensions and effect contexts

as well as a subeffecting relation 𝐸 ⩽ 𝐹 . In the remainder of the overview, we will use two effect

theories: S, which models effect collections as sets of operations, to encode capability sets in

System C, and Rscp, which models effect collections as scoped rows of operations, to encode effect

rows in System F
𝜖
. Sets are unordered and allow only one occurrence of each label, whereas scoped

rows allow repeated labels and identify rows up to reordering of non-identical labels. Both theories

support effect variables. Theory S allows arbitrary numbers of effect variables while theory Rscp

only allows at most one effect variable in each row following row polymorphism [24, 36].

2.2 Rows as Modal Effects

Koka [26] has an effect system based on scoped rows [24]. System F
𝜖
[39] is a core calculus

underlying Koka. To encode System F
𝜖
, we use the effect theory Rscp of scoped rows.

Function types in System F
𝜖
have the form 𝐴 →𝐸 𝐵, where 𝐸 is an effect row that specifies the

effects that the function may use. Effect types in System F
𝜖
are entangled with function types. The

key idea of our encoding is to decouple the effect type 𝐸 from the function arrow via an absolute

modality inMet(Rscp). Writing J−K for translations, we translate a function type as follows.

J𝐴 →𝐸 𝐵K = [J𝐸K] (J𝐴K → J𝐵K)
An effectful function in System F

𝜖
is decomposed into an absolute modality and a standard function

in Met(Rscp). For instance, consider the following first-order effectful function in System F
𝜖
which

invokes the operation yield from Section 2.1.

gen
F
𝜖 � 𝜆yield𝑥Int .do yield 𝑥 : Int →yield 1

(Each 𝜆-abstraction in System F
𝜖
is annotated with an effect row.) The translation of gen

F
𝜖 is exactly

the function gen′
Met(X) defined in Section 2.1.2. We repeat its definition here for easy reference.

Jgen
F
𝜖 K = mod[yield] (𝜆𝑥Int .do yield 𝑥) : [yield] (Int → 1)

On the term level, we insert a modality introductionmod[yield] for the 𝜆-abstraction, corresponding
to the type-level modality [yield]. We colour mod in grey in the translations. The black parts

remain terms with valid syntax and provide intuitions on the translation. Remember that the

modality [yield] is a first-class type constructor and not part of the function type.

As a more non-trivial example including both higher-order functions and function application,

consider the effect-polymorphic application function in System F
𝜖
from Section 1.

app
F
𝜖 � Λ𝜀Effect .𝜆𝑓 Int→

𝜀1 .𝜆𝜀𝑥Int .𝑓 𝑥 : ∀𝜀.(Int →𝜀 1) → Int →𝜀 1

This function abstracts over an effect variable 𝜀 which stands for the effects performed by the

argument 𝑓 . Both 𝑓 and the inner 𝜆-abstraction are annotated with 𝜀 as 𝑓 is invoked so the effects
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6 Wenhao Tang and Sam Lindley

must match up. The outer 𝜆-abstraction is pure as partial application is pure. The encoding of app
F
𝜖

inMet(Rscp) is as follows.

Japp
F
𝜖 K = Λ𝜀Effect .mod[ ] (𝜆𝑓 [𝜀 ] (Int→1) .mod[𝜀 ] (𝜆𝑥Int .let mod[𝜀 ] 𝑓 ′ = 𝑓 in 𝑓 ′ 𝑥))

: ∀𝜀Effect .[] ( [𝜀] (Int → 1) → [𝜀] (Int → 1))
Each function arrow is associated with an absolute modality reflecting the effects performed by

that function. For the pure function arrow in the middle, we use the empty absolute modality [].
The type abstraction Λ𝜀 and quantifier ∀𝜀 are preserved. We omit kinds when obvious. In the term,

in addition to modality introduction, we also insert a modality elimination for 𝑓 before applying it

to 𝑥 . The use of 𝑓 ′ requires that the effect variable 𝜀 is present in the effect context.

Our term translation from System F
𝜖
to Met(Rscp) explicitly decouples the effect tracking

mechanism of System F
𝜖
from function abstraction and application. This reveals the essence of

effect tracking in System F
𝜖
. Each 𝜆-abstraction 𝜆𝐸𝑥 .𝑀 in System F

𝜖
is encoded in Met(Rscp)

by inserting a modality introduction mod[J𝐸K] . This demonstrates that a function in System F
𝜖

carries its effects. Each function application 𝑉 𝑊 in System F
𝜖
is encoded by inserting a modality

elimination let mod[J𝐸K] 𝑓 = J𝑉 K in 𝑓 J𝑊 K for function 𝑉 of type 𝐴 →𝐸 𝐵. This demonstrates

that when a function is invoked in System F
𝜖
, we need to provide all effects it may use, as the

elimination of [J𝐸K] and use of 𝑓 together require J𝐸K to be present in the effect context.

We give the full encoding of System F
𝜖
intoMet(Rscp) in Section 4.

2.3 Capabilities as Modal Effects

Effekt [8] has an effect system based on capabilities. System C [6] is a core calculus underlying

Effekt. Since System C tracks capabilities as sets, we use the effect theory S of sets to encode it.

Functions in System C are called blocks. Blocks are second-class in that they must be fully applied

and cannot be returned. Capabilities are introduced as block variables. Unlike row-based effect

systems which have a separate notion of operation labels, System C interprets effects as capabilities

provided by the context. A capability can only be used if it is in scope.

2.3.1 First-Order Blocks. Let us start with a simple example. Supposing we have a capability

y : Int ⇒ 1 (for yielding integers) in the context, we can construct the following block.

y :
∗ Int ⇒ 1 ⊢ gen𝐶 � {(𝑥 : Int) ⇒ y(𝑥)} : Int ⇒ 1 | {y}

The star ∗ on the binding of y indicates that this block variable is a capability. Braces delimit blocks.

Arguments are wrapped in parentheses. Double arrows emphasise that blocks are second-class.

The block applies the capability y from the context to the argument 𝑥 . The typing judgement tracks

a capability set {y}, which contains all capabilities that the block may use. The block arrow itself

has no capability annotation. The above block is simply encoded as a 𝜆-abstraction inMet(S).1

y∗ : Effect, y : [y∗] (Int → 1), ŷ :[y∗ ] Int → 1 ⊢ Jgen𝐶K = 𝜆𝑥Int .ŷ 𝑥 : Int → 1 @ y∗

The most interesting aspect of the encoding is how we encode the capability y : Int ⇒ 1 in the

context. A capability y in System C can appear as both a type and a term. We introduce an effect

variable y∗ of kind Effect to represent it at the type level. We omit kinds in the context when obvious.

We encode the capability y itself as a term variable of type [y∗] (Int → 1), where the absolute
modality makes sure that whenever y is invoked the effect variable 𝑦∗ must be present in the

effect context. To avoid repeatedly writing modality eliminations, the modality of y is immediately

eliminated and bound to ŷ after y is introduced. The translation of the block body directly applies

ŷ to 𝑥 . The effect variable y∗ must be in the effect context specified by@ y∗ because ŷ is used.

1
If we strictly follow the encoding of System C in Section 5.2, there would be an extra identity modality for the translated

function. This modality is crucial for keeping the encoding systematic. We omit such identity modalities in the overview.
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2.3.2 Boxes. In System C we can turn a second-class block into a first-class value by boxing it.

y :
∗ Int ⇒ 1 ⊢ gen′𝐶 � box {(𝑥 : Int) ⇒ y(𝑥)} : Int ⇒ 1 at {y}

This typing judgement has no capability set as it is for values which are always pure in System C.

The value has type Int ⇒ 1 at {y}, which means it is a boxed block of type Int ⇒ 1with capability

set {y}. The block may only use the capability y. We can unbox a boxed block𝑉 via unbox 𝑉 which

gives back a second-class block. We simply encode boxing and unboxing as modality introduction

and elimination in Met(S). For instance, we encode gen′𝐶 as follows.

y∗, y : [y∗] (Int → 1), ŷ :[y∗ ] Int → 1 ⊢ Jgen′𝐶K = mod[y∗ ] (𝜆𝑥Int .ŷ 𝑥) : [y∗] (Int → 1) @ ·

The capability set annotation at {y} in the type is encoded as the absolute modality [y∗]. The
encoding shows the connection between boxes of System C and modalities, supporting the claim

of Brachthäuser et al. [6] that boxes of System C are inspired by modal connectives [9].

2.3.3 Higher-Order Blocks. The situation become more involved when we consider higher-order

blocks that take other blocks as arguments. This is because System C entangles the introduction

and tracking of capabilities with blocks, especially their construction and application.

Let us consider the uncurried and curried application functions (blocks) introduced in Section 1.

app𝐶 � {(𝑥 : Int, 𝑓 : Int ⇒ 1) ⇒ 𝑓 (𝑥)} : (Int, 𝑓 : Int ⇒ 1) ⇒ 1

app′𝐶 � {(𝑓 : Int ⇒ 1) ⇒ box {(𝑥 : Int) ⇒ 𝑓 (𝑥)}} : (𝑓 : Int ⇒ 1) ⇒ (Int ⇒ 1 at {𝑓 })

These are block constructions. The first block app𝐶 binds the integer parameter 𝑥 first because

System C requires value parameters like 𝑥 to appear before blocks parameters like 𝑓 in a parameter

list. In addition to behaving like standard 𝜆-abstractions, block constructions also play an important

role in capability tracking. Specifically:

(1) Both app𝐶 and app′𝐶 bind a capability 𝑓 : Int ⇒ 1 for their block bodies. This capability 𝑓

can also be used in the type as shown in the type of app′𝐶 .
(2) For soundness, System C assumes that this new capability 𝑓 is called directly at least once in

the block body even if 𝑓 may actually not be used. (The capability 𝑓 is indeed called directly

in app𝐶 but not so in app𝐶′ as being boxed.) Consequently, the capability 𝑓 is always added

to the capability set of the block body tracked by the typing judgement.

(3) In addition to the new capability 𝑓 , both app𝐶 and app′𝐶 allow any capability from the

context to be called as well.

Our encoding of block constructions inMet(S) takes account of these three constraints and exposes
them explicitly via modalities. For instance, app𝐶 is encoded as follows.

Japp𝐶K = Λ𝑓 ∗ .mod⟨𝑓 ∗ ⟩ (𝜆𝑥Int .𝜆𝑓 [ 𝑓
∗ ] (Int→1) .let mod[ 𝑓 ∗ ] ˆ𝑓 = 𝑓 in

ˆ𝑓 𝑥)
: ∀𝑓 ∗ .⟨𝑓 ∗⟩(Int → [𝑓 ∗] (Int → 1) → 1)

For (1), in order to allow the term variable 𝑓 to appear in types, we introduce an effect variable 𝑓 ∗

and wrap the type Int → 1 of the argument 𝑓 with an absolute modality [𝑓 ∗]. The effect variable
𝑓 ∗ represents the term variable 𝑓 at the level of types. Additionally, we immediately eliminate the

modality of 𝑓 to ˆ𝑓 . As a result, in the context of the application
ˆ𝑓 𝑥 we have three bindings of 𝑓 ∗,

𝑓 , and ˆ𝑓 , consistent with the translation of capability y as shown in Section 2.3.1. For (2) and (3),

we use a relative modality ⟨𝑓 ∗⟩ to wrap the whole function type. The relative modality adds the

effect variable 𝑓 ∗ to the ambient effect context for the function to use, in accordance with (2). The

relative modality also still allows the function to use effects from the ambient effect context as we

have seen in Section 2.1.3, in accordance with (3).



344

345

346

347

348

349

350

351

352

353

354

355

356

357

358

359

360

361

362

363

364

365

366

367

368

369

370

371

372

373

374

375

376

377

378

379

380

381

382

383

384

385

386

387

388

389

390

391

392

8 Wenhao Tang and Sam Lindley

The translation of app′𝐶 is similar.

Japp′𝐶K = Λ𝑓 ∗ .mod⟨𝑓 ∗ ⟩ (𝜆𝑓 [ 𝑓
∗ ] (Int→1) .let mod[ 𝑓 ∗ ] ˆ𝑓 = 𝑓 in mod[ 𝑓 ∗ ] (𝜆𝑥 . ˆ𝑓 𝑥))

: ∀𝑓 ∗ .⟨𝑓 ∗⟩([𝑓 ∗] (Int → 1) → [𝑓 ∗] (Int → 1))

In general, the translation of block types from System C to Met(S) is as follows, where we let 𝐴
and 𝐵 range over value types and let 𝑇 range over block types.

J(𝐴, 𝑓 : 𝑇 ) ⇒ 𝐵K = ∀𝑓 ∗ .⟨𝑓 ∗⟩(J𝐴K → [𝑓 ∗]J𝑇 K → J𝐵K)

A block type is decomposed into a standard function type with extra modalities and type quantifiers,

which makes explicit exactly how System C introduces and tracks capabilities.

2.3.4 Block Calls. Blocks must be fully applied. Assuming we have a capability y : Int ⇒ 1 in the

context, we can apply the blocks app𝐶 and app′𝐶 to the block gen𝐶 as follows.

y :
∗ Int ⇒ 1 ⊢ app𝐶 (gen𝐶 , 42) : 1 | {y}

y :
∗ Int ⇒ 1 ⊢ app′𝐶 (gen𝐶 ) : Int ⇒ 1 at {y} | {y}

(As blocks must be fully applied, we must additionally pass an integer to app𝐶 — in this case

42.) These are block calls. Similar to block constructions, block calls in System C not only pass

arguments to a block but also play an important role in capability tracking. Specifically:

(1) Recall that both app𝐶 and app′𝐶 bind a capability 𝑓 . Consequently, when calling them with

gen𝐶 , System C substitutes 𝑓 with the capability set {y} of gen𝐶 in types. This is reflected

by at {y} in the type of calling app′𝐶 (before substitution it was at {𝑓 }).
(2) Recall that System C assumes the capability 𝑓 bound by app𝐶 and app′𝐶 is called directly.

Consequently, the capability set of the whole block call must be extended with the capability

set {y} of the argument gen𝐶 . This is reflected by the fact that both typing judgements track

the capability sets {y} even though the application of app′𝐶 does not call y directly.

Our encoding of block calls inMet(S) takes account of these two constraints and exposes them

explicitly via modalities. For instance, our example application of app𝐶 is encoded as follows.

y∗, y : [y∗] (Int → 1), ŷ :[y∗ ] Int → 1 ⊢
let mod⟨y∗ ⟩ 𝑓 = Japp𝐶K y∗ in 𝑓 42 (mod[y∗ ] Jgen𝐶K) : 1 @ y∗

For (1), recall that in the translation Japp𝐶K we bind an effect variable 𝑓 ∗ to represent the capability
𝑓 and wrap the argument type with an absolute modality [𝑓 ∗]. Thus for the application of Japp𝐶K,
we instantiate the effect variable 𝑓 ∗ with y∗ and box the argument Jgen𝐶Kwith the absolute modality

[y∗]. For (2), the elimination of the relative modality ⟨y∗⟩ of Japp𝐶K y∗ and the use of 𝑓 ensure that
y∗ must be present in the effect context.

The translation of the call of app′𝐶 is similar.

y∗, y : [y∗] (Int → 1), ŷ :[y∗ ] Int → 1 ⊢
let mod⟨y∗ ⟩ 𝑓 = Japp′𝐶K y∗ in 𝑓 (mod[y∗ ] Jgen𝐶K) : [y∗] (Int → 1) @ y∗

As with the encoding of Section 2.2, the encoding of System C inMet(S) helps elucidate exactly
how the capability tracking of System C is entangled with constructs like block constructions and

calls. Modality introduction and elimination reveal the hidden mechanisms.

We give the full encoding of System C intoMet(S) in Section 5.
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2.4 Comparing Rows and Capabilities

As a uniform framework,Met(X) allows us to directly compare the how effect tracking differs in

different effect systems without dealing with the subtleties in their typing and reduction rules.

For instance, let us compare the encoding of function types and polymorphic types in System F
𝜖

with the encoding of block types and box types in System C.

System F
𝜖
toMet(Rscp) : J𝐴 →𝐸 𝐵K = [J𝐸K] (J𝐴K → J𝐵K)

J∀𝜀.𝐴K = ∀𝜀.J𝐴K

System C to Met(S) : J(𝐴, 𝑓 : 𝑇 ) ⇒ 𝐵K = ∀𝑓 ∗ .⟨𝑓 ∗⟩(J𝐴K → [𝑓 ∗]J𝑇 K → J𝐵K)
J𝑇 at 𝐶K = [J𝐶K]J𝑇 K

From the encodings we can immediately observe two key differences of System F
𝜖
and System C.

(1) The encoding of function types in System F
𝜖
is wrapped with an absolute modality, whereas

the encoding of a block type in System C is wrapped with a relative modality. The encoding

of box types in System C is wrapped with an absolute modality. The different modalities

reveal a fundamental difference between the meanings of functions in System F
𝜖
and blocks in

System C: functions in System F
𝜖
can only use those effects specified in their types, whereas

blocks in System C can use arbitrary effects from the context unless they are boxed.

(2) The encoding of block types in System C binds a list of effect variables and wraps each

block argument type with an absolute modality of the corresponding effect variable, whereas

the encoding of a function type in System F
𝜖
is much less involved. Only the encoding of

polymorphic types in System F
𝜖
binds effect variables. The difference in the treatment of

argument types reveals that capabilities in System C act as an implicit form of parametric

polymorphism, abstracting the capabilities used by each block variable. This explains why

capability-based effect systems do not require explicit effect variables in many cases where

row-based effect systems do.

2.5 Encoding Effect Handlers

We have seen how effectful functions in System F
𝜖
and System C are encoded inMet(X). These are

the most important parts of our encodings, as most effect systems track effects by giving different

intepretations to functions. Though all effect systems discussed in this paper support effect handlers,

the same ideas apply equally to traditional effect systems for languages with only built-in effects.

Nonetheless, the encodings of effect handlers in System F
𝜖
and System C are interesting and reveal

fundamental differences between the typing and semantics of effect handlers in these two calculi.

In this section, we first briefly review what effect handlers are and then show how effect handlers

in System F
𝜖
and System C are encoded.

2.5.1 Effect Handlers in Met(X). Effect handlers allow us to customise how to handle effectful

operations. For instance, we can write a handler to handle the yield operation defined in Section 2.1

by summing up all yielded integers as follows.

sumMet(X) � handle (do yield 42;do yield 37; 0) with {yield 𝑝 𝑟 ↦→ 𝑝 + 𝑟 ()}
The computation do yield 42;do yield 37; 0 is handled by the handler {yield 𝑝 𝑟 ↦→ 𝑝 + 𝑟 ()}.
The handler consists of one operation clause for the operation yield. In this operation clause, the

variable 𝑝 of type Int is bound to the parameter of the yield operation, and the variable 𝑟 of type

1 → Int is bound to its recursively-handled continuation. (This kind of recursive handling is known

as deep handlers [21] in the literature.) For instance, when the first yield operation is handled, 𝑝

is 42 and 𝑟 is the continuation 𝜆𝑦1.handle (do yield 37; 0) with {yield 𝑝 𝑟 ↦→ 𝑝 + 𝑟 ()}. The
handler clause adds the yielded integer 𝑝 to the result of the continuation 𝑟 , thus returning the
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sum of all handled operations. The above program reduces to 79. Effect handlers also have a return

clause which we omit here, but describe in Section 3.

2.5.2 Encoding Effect Handlers in System F
𝜖
. System F

𝜖
does not use the handle with syntax.

Instead, a handler in System F
𝜖
is defined as a handler value, which is a function that takes an

argument to handle. Consider the following polymorphic handler for the yield operation.

sumF
𝜖 � Λ𝜀.handler {yield 𝑝 𝑟 ↦→ 𝑝 + 𝑟 ()} : ∀𝜀.(1 →yield,𝜀 Int) →𝜀 Int

The term sumF
𝜖 is polymorphic over other effects 𝜀 that it does not handle. The handler syntax

defines a handler, which is a function that takes an argument of type 1 →yield,𝜀 Int, calls this

argument with unit and handles the yield operation. The continuation 𝑟 has type 1 →𝜀 Int as it

may use effects abstracted by 𝜀. For instance, we can apply sumF
𝜖 as follows which reduces to 79.

sumF
𝜖 𝐸 (𝜆𝑥1 .do yield 42;do yield 37; 0)

We can easily encode sumF
𝜖 inMet(Rscp) as a polymorphic function whose function body uses the

handle with syntax to handle the argument. The main difficulty is that for the handler clause, the

continuation 𝑟 should have type J1 →𝜀 IntK = [𝜀] (1 → Int) following the translation of function

types in Section 2.2. However, the typing rule of handlers in Tang et al. [37] only allows us to give

a function type to 𝑟 with no modality. To solve this problem, we introduce modality-parameterised
handlers. In Met(X), the handler syntax is annotated with a modality 𝜇 as handle𝜇 𝑀 with 𝐻 .

The continuation 𝑟 in the handler clause of 𝐻 now has type 𝜇 (𝐴 → 𝐵) for some types 𝐴 and 𝐵.

With the modality-parameterised handler, we can translate sumF
𝜖 as follows, omitting the details

of the translation of the handler clause, which we name 𝐻 ′
.

JsumF
𝜖 K = Λ𝜀.mod[𝜀 ] (𝜆𝑓 [yield,𝜀 ] (1→Int) .handle[𝜀 ] (let mod[yield,𝜀 ] 𝑓

′ = 𝑓 in 𝑓 ()) with 𝐻 ′)
: ∀𝜀.[𝜀] ( [yield, 𝜀] (1 → Int) → Int)

We eliminate the modality of the argument 𝑓 before applying and handling it. The type translation

follows the translation given in Section 2.2. We give full details of our modality-parameterised

handlers in Section 3.5 and formally define the translation of handlers in Section 4.2.

2.5.3 Encoding Effect Handlers in System C. System C adopts named handlers. Instead of using

operation labels to identify which operation we want to invoke and handle, in System C each

handler binds a fresh capability in the scope of the handler and handles the use of this capability.

For instance, we can define a named handler and use it to handle a computation as follows.

⊢ sum𝐶 � try {yInt⇒1 ⇒ y(42); y(37); 0} with {𝑝 𝑟 ↦→ 𝑝 + 𝑟 (())} : Int | 𝐶
Handlers in System C use the try with syntax. This handler introduces a capability y of type

Int ⇒ 1 in the scope between try andwith. We use the capability y to yield integers 42 and 37.

These two uses of 𝑦 are handled by the handler, whose operation clause is similar to what we have

seen before, except it uses a capability in place of an operation label.

The semantics of named handlers in System C differs from that of the standard effect handlers

of Plotkin and Pretnar [34]. Named handlers have a generative semantics [4] which dynamically

generates a fresh runtime label for each capability introduced by a handler. Dynamic generation

guarantees the uniqueness of runtime labels, which ensures that all uses of a capability must be

handled by the handler that introduces the capability.

To encode the named handlers of System C into Met(X), we need to resolve this semantic gap.

Adding named handlers to Met(X) would work but is rather heavyweight. We observe that the

essence of named handlers is actually a way to dynamically generate labels. We introduce local labels
to Met(X), which decouple dynamic generation of labels from named handlers. This extension is

inspired by the local effects of Biernacki et al. [3], dynamic labels of de Vilhena and Pottier [11], and
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fresh labels of the Links language [20]. The syntax local ℓ : 𝐴 ↠ 𝐵 in 𝑀 introduces a local label in

the scope of 𝑀 . The type system ensures the local label ℓ cannot escape from 𝑀 . The semantics

generates a fresh label to replace the local label ℓ . We provide the details in Section 3. With local

labels, we can encode sum𝐶 as follows, omitting the handler𝐻 ′
, which contains an operation clause

for ℓy translated from the handler of sum𝐶 .

⊢ Jsum𝐶K = local ℓy : Int ↠ 1 in handle
[J𝐶K]

(𝜆y [ℓy ] (Int→1) .let mod[ℓy ] ŷ = y in ŷ 42; ŷ 37; 0) (mod[ℓy ] (𝜆𝑥Int .do ℓy 𝑥)) with 𝐻 ′
: Int @ J𝐶K

We introduce a local label ℓy for the handler. We use the term mod[ℓy ] (𝜆𝑥Int.do ℓy 𝑥) which
invokes the operation ℓy to simulate the capability introduced by the named handler in sum𝐶 . The
translation of the handled computation binds this function to y, eliminates the modality of y to ŷ,
and uses ŷ to yield integers 42 and 37. As in the encoding of effect handlers in System F

𝜖
, we also

use our modality-parameterised handlers here and annotate handle with the modality [J𝐶K].
Our translation Jsum𝐶K is simplified for clarity; it is actually the result of reducing the full

translation of sum𝐶 by a few steps. We give the full translation in Section 5.2.

2.5.4 Comparing Encodings of Effect Handlers. Our encodings of System F
𝜖
and System C effect

handlers elucidate how effect handlers differ in these two effect systems.

(1) The System C encoding requires local labels, whereas the System F
𝜖
encoding does not, which

reveals the syntactic difference that capabilities in System C have scopes whereas operation

labels in System F
𝜖
do not, and the semantic difference that System C generates fresh runtime

labels for effect handlers, whereas System F
𝜖
does not.

(2) The System F
𝜖
encoding performs operations directly, whereas the System C encoding wraps

operation invocations into a function (such as the term mod[ℓy ] (𝜆𝑥Int.do ℓy 𝑥) in Jsum𝐶K)
and passes this function to the handled computation. This difference shows how in a capability-

based effect system such as System C operations are not directly invoked via their labels but

are instead invoked and passed around as blocks explicitly at the term level.

2.6 More Encodings

The encodings of System F
𝜖
and System C illustrate the core idea of using modalities to encode

and compare effect systems with different foundations inMet(X). However,Met(X) can be used

for much more than encoding these two effect systems. In Section 6, we will discuss two more

representative encodings of effect systems into Met(X), including

• System Ξ [7], an early core calculus for Effekt based on capabilities, and

• System F
𝜖+sn

[40], a core calculus formalising scope-safe named handlers of Koka.

These results further demonstrate the expressiveness of Met(X) as a general framework to encode,

compare, and analyse effect systems. We discuss insights we learn from our encodings in Section 6.3.

3 The Core Calculus Met(X)

Met(X) is a System F-style call-by-value core calculus and modal effect types parameterised by an

effect theory X. In addition to the effect theory, Met(X) also extends Met with local labels and

modality-parameterised handlers. We aim to be self-contained about modal effect types in this

paper and refer to Tang et al. [37] for a more complete introduction.
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3.1 Syntax

The syntax of Met(X) is as follows. We highlight syntax relevant to modal effect types and our

extensions of local labels and modality-parameterised handlers in grey.

Types 𝐴, 𝐵 ::= 1 | 𝐴 → 𝐵 | 𝜇𝐴 | ∀𝛼𝐾 .𝐴
Modalities 𝜇, 𝜈 ::= [𝐸] | ⟨𝐷⟩
Extensions 𝐷 ::= · | ℓ, 𝐷 | 𝜀, 𝐷
Effect Contexts 𝐸, 𝐹 ::= · | ℓ, 𝐸 | 𝜀, 𝐸
Kinds 𝐾 ::= Abs | Any | Effect
Contexts Γ ::= · | Γ, 𝛼 : 𝐾 | Γ, µ𝜇𝐸

| Γ, 𝑥 :𝜇𝐸 𝐴 | Γ, ℓ : 𝐴 ↠ 𝐵

Label Contexts Σ ::= · | Σ, ℓ : 𝐴 ↠ 𝐵

Terms 𝑀, 𝑁 ::= () | 𝑥 | 𝜆𝑥𝐴 .𝑀 | 𝑀 𝑁

| Λ𝛼𝐾 .𝑉 | 𝑀 𝐴 | mod𝜇 𝑉

| let𝜈 mod𝜇 𝑥 = 𝑉 in 𝑀

| do ℓ 𝑀 | local ℓ : 𝐴 ↠ 𝐵 in 𝑀

| handle
𝜇 𝑀 with 𝐻

Values 𝑉 ,𝑊 ::= () | 𝑥 | 𝜆𝑥𝐴 .𝑀 | Λ𝛼𝐾 .𝑉 | mod𝜇 𝑉

| 𝑉 𝐴 | let𝜈 mod𝜇 𝑥 = 𝑉 in𝑊

Handlers 𝐻 ::= {return 𝑥 ↦→ 𝑁, ℓ 𝑝 𝑟 ↦→ 𝑀}

We have two kinds Abs and Any for value types and one kind Effect for extensions and effect

contexts. By convention, we usually write 𝛼 for type variables of values and 𝜀 for effect variables.

We omit kinds when obvious. We let 𝐴 range over both value types 𝐴 and effect contexts 𝐸, and let

𝛼 range over type variables for them in type abstraction Λ𝛼𝐾 .𝑉 and type application𝑀 𝐴.

Unlike Tang et al. [37], we omit masking, as it is not used by our encodings. We discuss future

extensions to Met(X), including masking, in Section 6.4.

For simplicity, we assume that each handler only handles one operation, and fix a global context

Σ which associates each global operation label with its type. An entry ℓ : 𝐴 ↠ 𝐵 indicates that

the operation ℓ takes an argument of type 𝐴 and returns a value of type 𝐵. We also support local

labels which are introduced by local ℓ : 𝐴 ↠ 𝐵 in 𝑀 and maintained in the context Γ. We do not

distinguish between local and global labels syntactically.

Values include type application and modality elimination whose subterms are restricted to be

values, following the notion of complex values in call-by-push-value [27]. Such complex values are

convenient as we adopt a value restriction [38] for type abstraction and modality introduction.

3.2 Effect Theories

An effect theory defines the structure of effect collections, that is, extensions and effect contexts in

Met(X). Extensions𝐷 and effect contexts 𝐸 are both syntactically defined as lists of labels and effect

variables. We overload commas for list concatenation, e.g., 𝐷, 𝐸 and 𝐸, 𝐹 are both list concatenation.

As usual, list concatenation is associative but not commutative. The kinding, equivalence, and

subtyping (or subeffecting) relations for them are determined by an effect theory X.

Definition 3.1 (Effect theory). An effect theory X is a tuple ⟨:,≡⟩ of two relations.

• Γ ⊢ 𝐷 : Effect is a kinding relation which defines well-formed extensions and is preserved

by concatenation 𝐷, 𝐷 ′
. That is, if Γ ⊢ 𝐷 : Effect and Γ ⊢ 𝐷 ′

: Effect, then Γ ⊢ 𝐷,𝐷 ′
: Effect.

• Γ ⊢ 𝐷 ≡ 𝐷 ′
is an equivalence relation for well-formed extensions.

Our definition of an effect theory X is minimal and only includes the definitions of kinding and

equivalence relations for extensions 𝐷 . We can naturally derive the kinding relation Γ ⊢ 𝐸 : Effect,

equivalence relation Γ ⊢ 𝐸 ≡ 𝐸′, and subeffecting relation Γ ⊢ 𝐸 ⩽ 𝐸′ for effect contexts as follows.

Γ ⊢ · : Effect
Γ ∋ 𝜀 : Effect
Γ ⊢ 𝜀 : Effect

Γ ⊢ 𝐷 : Effect Γ ⊢ 𝐸 : Effect

Γ ⊢ 𝐷, 𝐸 : Effect

Γ ⊢ · ≡ · Γ ⊢ 𝜀 ≡ 𝜀
Γ ⊢ 𝐷1 ≡ 𝐷2 Γ ⊢ 𝐸1 ≡ 𝐸2

Γ ⊢ 𝐷1, 𝐸1 ≡ 𝐷2, 𝐸2

Γ ⊢ 𝐸, 𝐸′ ≡ 𝐹
Γ ⊢ 𝐸 ⩽ 𝐹
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The kinding and equivalence relations for effect contexts are defined inductively. The subeffecting

relation is more interesting. We have 𝐸 ⩽ 𝐹 if there exists an effect context 𝐸′ such that 𝐸, 𝐸′ is
well-formed and 𝐸, 𝐸′ ≡ 𝐹 . It is easy to verify that this subeffecting relation is a preorder. We often

write :X , ⩽X , and ≡X to denote which specific effect theory we refer to. We sometimes omit the

context Γ for the equivalence and subeffecting for brevity.

We give three examples of effect theories, among which Rscp and S are used for the encoding of

System F
𝜖
and System C in Sections 4.2 and 5.2, respectively.

Definition 3.2 (Simple Rows). Rsimp = ⟨:Rsimp
,≡Rsimp

⟩ defines effect collections as simple rows [31]

of operation labels. Well-formed extensions consist of distinct labels without any effect variable.

𝐷 ≡ 𝐷 ′
if 𝐷 is identical to 𝐷 ′

modulo reordering of labels.

Definition 3.3 (Scoped Rows). Rscp = ⟨:Rscp
,≡Rscp

⟩ defines effect collections as scoped rows [24] of
operation labels. Well-formed extensions comprise potentially duplicated labels without any effect

variable. 𝐷 ≡ 𝐷 ′
if 𝐷 is identical to 𝐷 ′

modulo reordering of distinct labels.

Definition 3.4 (Sets). S = ⟨:S,≡S⟩ defines effect collections as sets. Well-formed extensions are

sets of labels and effect variables. The equivalence relation is set equivalence.

Full formal definitions of these effect theories are given in Appendix A. The effect theory Rscp

corresponds to the treatment of effect collections as scoped rows used inMet, modulo the fact that

Met has presence types for labels in effect contexts, whereas we choose not to for simplicity. We

discuss extending Met(X) with presence types and richer effect kinds in Section 6.4.

Following Yoshioka et al. [41], an effect theory that intuitively characterises the notion of a

collection of effects should satisfy the following validity conditions.

Definition 3.5 (Validity Conditions). Validity conditions for an effect theory X are

(1) if 𝐸 ⩽X · then 𝐸 = ·, and
(2) if ℓ ⩽X ℓ ′, 𝐸 and ℓ ≠ ℓ ′ then ℓ ⩽X 𝐸.

The validity conditions together ensure that if a label ℓ is a subtype of an effect context 𝐸,

then it must syntactically appear in the effect context 𝐸. The first condition prevents us from

claiming that some label is contained in the empty effect context. The second condition prevents us

from identifying two syntactically different label as the same one. All effect theories given above

satisfy the validity conditions. Our type soundness and effect safety theorems in Section 3.7 are

parameterised by any effect theory satisfying the validity conditions.

3.3 Modalities

Modalities manipulate effect contexts as follows.

[𝐸] (𝐹 ) = 𝐸 ⟨𝐷⟩(𝐹 ) = 𝐷, 𝐹

The absolute modality [𝐸] completely replaces the effect context 𝐹 with 𝐸. The extension modality

⟨𝐷⟩ extends the effect context 𝐹 with 𝐷 . Following Met [37], we write 𝜇𝐹 for the pair of modality

𝜇 and effect context 𝐹 where 𝐹 is the effect context that 𝜇 manipulates.

Modality Composition. We define the composition of modalities as follows.

𝜇 ◦ [𝐸] = [𝐸] [𝐸] ◦ ⟨𝐷⟩ = [𝐷, 𝐸] ⟨𝐷1⟩ ◦ ⟨𝐷2⟩ = ⟨𝐷2, 𝐷1⟩
Composition is from left to right, for consistency with Met. First, an absolute modality fully

determines the new effect context 𝐸 no matter what 𝜇 does before. Second, setting the effect context

to 𝐸 followed by extending 𝐸 with 𝐷 is equivalent to directly setting the effect context to 𝐷, 𝐸.

Third, consecutive extensions can be composed into one by combining the extensions. Composition
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14 Wenhao Tang and Sam Lindley

is well-defined as we have (𝜇 ◦ 𝜈) (𝐸) = 𝜈 (𝜇 (𝐸)). We also have associativity (𝜇 ◦ 𝜈) ◦ 𝜉 = 𝜇 ◦ (𝜈 ◦ 𝜉)
and identity ⟨⟩ ◦ 𝜇 = 𝜇 ◦ ⟨⟩ = 𝜇. All of these properties are independent of the effect theory X.

Modality Transformation. We define a modality transformation judgement, which determines the

coercion of modalities, controlling the accessibility of variables as mentioned in Section 2.1.2. Given

a variable binding 𝑓 :𝜇𝐹 𝐴 (which means 𝑓 is introduced by eliminating the modality 𝜇 of some

value of type 𝜇𝐴 at effect context 𝐹 ), we can access it after a lock µ𝜈𝐹 if the modality transformation

relation Γ ⊢ 𝜇 ⇒ 𝜈 @ 𝐹 holds. The modality transformation judgement is defined as follows.

MT-Abs

Γ ⊢ 𝐸 ⩽ 𝜇 (𝐹 )
Γ ⊢ [𝐸] ⇒ 𝜇 @ 𝐹

MT-Extend

Γ ⊢ 𝐷1, 𝐹 ⩽ 𝐷2, 𝐹 for all 𝐸 ⩽ 𝐹

Γ ⊢ ⟨𝐷1⟩ ⇒ ⟨𝐷2⟩ @𝐸

Both rules make sure that we do not lose any effects after transformation. RuleMT-Abs allows

us to transform an absolute modality [𝐸] to any other modality 𝜇 as long as 𝐸 ⩽ 𝜇 (𝐹 ). Rule
MT-Extend allows us to transform an extension modality ⟨𝐷1⟩ to another extension modality ⟨𝐷2⟩
as long as for any effect context 𝐹 larger than 𝐸, we have 𝐷1, 𝐹 ⩽ 𝐷2, 𝐹 . We need to quantify over

all effect contexts 𝐹 which are larger than the ambient effect context 𝐸 because the new effect

context that a relative modality gives us depends on the ambient effect context. We need to make

sure the transformation is safe up to upcasts of the ambient effect context.

OurMT-Extend rule is suitable for any effect theory, whereas the corresponding ruleMT-Upcast

in Tang et al. [37] is specific to the treatment of effect collections as scoped rows inMet. Given

a specific effect theory, we can usually find an easier-to-compute representation of MT-Extend

without universal quantification (as is the case for theMT-Upcast rule in Met).

3.4 Kinds and Contexts

The kinding relations for extensions and effect contexts are provided by the effect theory X in

Section 3.2. For value types, we have two kinds where Abs is a subkind of Any. A type has kind Abs

if all function types appearing as syntactic subterms of the type are wrapped in absolute modalities.

For example, (1 → 1) → 1 does not have kind Abs whereas [] ((1 → 1) → 1) does. Intuitively,
values whose types have kind Abs do not depend on the ambient effect context. For any operation

ℓ : 𝐴 ↠ 𝐵, types 𝐴 and 𝐵 should have kind Abs to avoid effect leakage following Tang et al. [37].

The kinding and type equivalence rules of Met(X) are given in Appendix B.

Contexts are ordered. We have Γ @𝐸 if the context Γ is well-formed at effect context 𝐸. For

instance, the following context is well-formed at effect context 𝐸.

𝑥 :𝜇𝐹 𝐴1, 𝑦 :𝜈𝐹 𝐴2, µ[𝐸 ]𝐹 , 𝑧 :𝜉𝐸 𝐴3,𝑤 : 𝐴4 @𝐸

Let us read from right to left. Variable 𝑤 is at effect context 𝐸 (it is technically tagged with an

identity modality which is omitted). Variable 𝑧 is tagged with modality 𝜉𝐸 , which means it is not

at effect context 𝐸 but actually at effect context 𝜉 (𝐸). Lock µ[𝐸 ]𝐹 changes the effect context to 𝐸

from 𝐹 . We go back to 𝐹 . Variables 𝑥 and 𝑦 are at effect contexts 𝜇 (𝐹 ) and 𝜈 (𝐹 ), respectively. Each
modality in the context carries an index of the effect context it manipulates, making switching

of effect contexts explicit. We frequently omit the index when it is clear what it must be. Formal

definitions of kinding and context well-formedness rules are in Appendix B.1. We define locks(−)
to compose all the modalities on the locks in a context.

locks(·) = ⟨⟩ locks(Γ,µ𝜇𝐸 ) = locks(Γ) ◦ 𝜇 locks(Γ, 𝑥 :𝜇𝐸 𝐴) = locks(Γ)

We identify contexts up to the following two equations.

Γ,µ⟨⟩𝐹 , Γ
′
@𝐸 = Γ, Γ′ @𝐸 Γ,µ𝜇𝐹 ,µ𝜈𝐹 ′ , Γ

′
@𝐸 = Γ,µ(𝜇◦𝜈 )𝐹 , Γ

′
@𝐸
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Γ ⊢ (𝜇,𝐴) ⇒ 𝜈 @ 𝐹 Γ ⊢ 𝐴 : Abs

Γ ⊢ (𝜇,𝐴) ⇒ 𝜈 @ 𝐹

Γ ⊢ 𝜇 ⇒ 𝜈 @ 𝐹

Γ ⊢ (𝜇,𝐴) ⇒ 𝜈 @ 𝐹

Γ ⊢ 𝑀 : 𝐴 @𝐸

T-Var

Γ ⊢ (𝜇,𝐴) ⇒ locks(Γ′) @ 𝐹

Γ, 𝑥 :𝜇𝐹 𝐴, Γ
′ ⊢ 𝑥 : 𝐴 @𝐸

T-Mod

Γ,µ𝜇𝐹 ⊢ 𝑉 : 𝐴 @ 𝜇 (𝐹 )
Γ ⊢ mod𝜇 𝑉 : 𝜇𝐴 @ 𝐹

T-Letmod

Γ,µ𝜈𝐹 ⊢ 𝑉 : 𝜇𝐴 @𝜈 (𝐹 )
Γ, 𝑥 :(𝜈◦𝜇 )𝐹 𝐴 ⊢ 𝑀 : 𝐵 @ 𝐹

Γ ⊢ let𝜈 mod𝜇 𝑥 = 𝑉 in 𝑀 : 𝐵 @ 𝐹

T-Abs

Γ, 𝑥 : 𝐴 ⊢ 𝑀 : 𝐵 @𝐸

Γ ⊢ 𝜆𝑥𝐴 .𝑀 : 𝐴 → 𝐵 @𝐸

T-App

Γ ⊢ 𝑀 : 𝐴 → 𝐵 @𝐸

Γ ⊢ 𝑁 : 𝐴 @𝐸

Γ ⊢ 𝑀 𝑁 : 𝐵 @𝐸

T-TAbs

Γ, 𝛼 : 𝐾 ⊢ 𝑉 : 𝐴 @𝐸

Γ ⊢ Λ𝛼𝐾 .𝑉 : ∀𝛼𝐾 .𝐴 @𝐸

T-TApp

Γ ⊢ 𝑀 : ∀𝛼𝐾 .𝐴 @𝐸

Γ ⊢ 𝐵 : 𝐾

Γ ⊢ 𝑀 𝐵 : 𝐴[𝐵/𝛼] @𝐸

T-Unit

Γ ⊢ () : 1 @𝐸

T-Do

Σ, Γ ∋ ℓ : 𝐴 ↠ 𝐵 Γ ⊢ 𝑁 : 𝐴 @ ℓ, 𝐸

Γ ⊢ do ℓ 𝑁 : 𝐵 @ ℓ, 𝐸

T-LocalEffect

Γ, ℓ : 𝐴 ↠ 𝐵 ⊢ 𝑀 : 𝐴′
@𝐸

Γ ⊢ local ℓ : 𝐴 ↠ 𝐵 in 𝑀 : 𝐴′
@𝐸

T-Handle

𝜇 (𝐹 ) = 𝐸 Γ ⊢ 𝜇 ⇒ ⟨⟩ @ 𝐹 Γ ⊢ 𝜇 ⇒ 𝜇 ◦ 𝜇 @ 𝐹 Γ,µ𝜇𝐹 ,µ⟨ℓ ⟩𝐸 ⊢ 𝑀 : 𝐴 @ ℓ, 𝐸

Σ, Γ ∋ ℓ : 𝐴′ ↠ 𝐵′ Γ,µ𝜇𝐹 , 𝑥 : (𝜇 ◦ ⟨ℓ⟩)𝐴 ⊢ 𝑁 : 𝐵 @𝐸 Γ,µ𝜇𝐹 , 𝑝 : 𝐴′, 𝑟 : 𝜇 (𝐵′ → 𝐵) ⊢ 𝑁 ′
: 𝐵 @𝐸

Γ ⊢ handle𝜇 𝑀 with {return 𝑥 ↦→ 𝑁, ℓ 𝑝 𝑟 ↦→ 𝑁 ′} : 𝐵 @ 𝐹

Fig. 1. Typing rules and auxiliary rules of Met(X).

3.5 Typing

Figure 1 gives the typing rules forMet(X). As before, we highlight rules relevant to modal effect

types and our extensions in grey. The typing judgement Γ ⊢ 𝑀 : 𝐴 @𝐸 means that the term𝑀 has

type 𝐴 under context Γ and effect context 𝐸 with well-formedness condition Γ @𝐸.

Modality Introduction and Elimination. Rule T-Mod introduces a modality 𝜇 to the conclusion,

puts a lock into the context of the premise, and changes the effect context. Rule T-Letmod eliminates

a modality 𝜇 and moves it to the variable binding. We have seen examples that rely on these rules

in Section 2.1. There is another modality 𝜈 in T-Letmod which is needed for technical reasons

to support sequential elimination. For instance, given a variable 𝑥 : 𝜈𝜇𝐴 with two modalities, to

eliminate both 𝜈 and 𝜇, we can first eliminate 𝜈 to 𝑦 :𝜈 𝜇𝐴 and then to 𝑧 :𝜈◦𝜇 𝐴 as follows.

let mod𝜈 𝑦 = 𝑥 in let𝜈 mod𝜇 𝑧 = 𝑦 in 𝑀

We restrictmod𝜇 and let𝜈 mod𝜇 to values to avoid effect leakage, as in Met [30, 37].

Accessing Variables. Locks control the accessibility of variables as we have shown in Section 2.1.

Rule T-Var uses the auxiliary judgement Γ ⊢ (𝜇,𝐴) ⇒ locks(Γ′) @ 𝐹 (also defined in Figure 1)

to check whether we can access a variable 𝑥 :𝜇𝐹 𝐴 given all locks in Γ′. When 𝐴 has kind Abs,

we can always use 𝑥 as it does not depend on the effect context. Otherwise we need to make

sure the coercion from 𝜇 to locks(Γ′) is safe by checking the modality transformation relation

Γ ⊢ 𝜇 ⇒ locks(Γ′) @ 𝐹 where locks(Γ′) composes the modalities on locks in Γ′. We have seen an

example in Section 2.1.2. As another example, 𝑥 :⟨ℓ ⟩ 1 → 1,µ[ℓ ′ ] ⊢ 𝑥 : 1 → 1 @ ℓ ′ is ill-typed since

we cannot transform the modality ⟨ℓ⟩ to [ℓ ′]. It would be well-typed if 𝑥 had type Int.
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Local Labels. Rule T-LocalEffect binds a local label ℓ with type signature 𝐴 ↠ 𝐵. This label ℓ

appears in the context of the typing judgement for term𝑀 . Well-formedness of type 𝐴′
and effect

context 𝐸 under Γ prevents ℓ from appearing in 𝐴′
and 𝐸. Rule T-Do may use any label from Σ and

Γ. The operational semantics (Section 3.6) generates runtime labels to substitute local labels.

Modality-Parameterised Handlers. Rule T-Handle defines a handler and uses it to handle a

computation 𝑀 . Let us first ignore all occurrences of the modality 𝜇. A handler of operation ℓ

extends the effect context with ℓ as indicated by the lock µ⟨ℓ ⟩𝐸 in the typing judgement of𝑀 . The

return value of𝑀 is bound to the variable 𝑥 in the return clause return 𝑥 ↦→ 𝑁 . The type of 𝑥 also

has the modality ⟨ℓ⟩ since 𝑥 may use the operation ℓ , e.g., when𝑀 returns a function 𝜆𝑥.do ℓ 𝑥 .

We generalise the handlers of Tang et al. [37] to be parameterised by a modality 𝜇. The modality

𝜇 transforms the effect context 𝐹 to 𝜇 (𝐹 ) = 𝐸 for the whole term as witnessed by the addition of

the lock µ𝜇𝐹 to the context of each premise. Since both the handled computation and the handler

clauses are well-typed under the lock µ𝜇𝐹 , we can wrap the continuation 𝑟 , which captures the

handled computation and the handler, into the modality 𝜇. The return value 𝑥 is also wrapped in

the modality 𝜇 as it is from𝑀 . This is in contrast to the handler rule of Tang et al. [37], as shown

below, which just gives 𝑟 the function type 𝐵′ → 𝐵.

Σ, Γ ∋ ℓ : 𝐴′ ↠ 𝐵′ Γ,µ⟨ℓ ⟩𝐸 ⊢ 𝑀 : 𝐴 @ ℓ, 𝐸 Γ, 𝑥 : ⟨ℓ⟩𝐴 ⊢ 𝑁 : 𝐵 @𝐸 Γ, 𝑝 : 𝐴′, 𝑟 : 𝐵′ → 𝐵 ⊢ 𝑁 ′
: 𝐵 @𝐸

Γ ⊢ handle 𝑀 with {return 𝑥 ↦→ 𝑁, ℓ 𝑝 𝑟 ↦→ 𝑁 ′} : 𝐵 @𝐸

To recover the original handler construct of Tang et al. [37], we just need to instantiate the modality

𝜇 to the identity modality ⟨⟩ as shown by the following syntactic sugar.

handle 𝑀 with {return 𝑥 ↦→ 𝑁, ℓ 𝑝 𝑟 ↦→ 𝑁 ′}
� handle

⟨⟩ 𝑀 with {return 𝑥 ↦→ 𝑁, ℓ 𝑝 𝑟 ↦→ let mod⟨⟩ 𝑟 = 𝑟 in 𝑁
′}

Having a modality 𝜇 for the continuation 𝑟 allows us to have more fine-grained control over

effect tracking for the continuation. As discussed in Section 2.5, the extra expressiveness provided

by this rule is especially useful for a unified framework to encode other effect systems with support

for effect handlers, as different encodings typically require translating a function type into a type

with some modalities. We give an example of an effect handler annotated with the empty absolute

modality [] in Met(X) based on the handler sumMet(X) in Section 2.5.1.

handle
[ ] (do yield 42;do yield 37; 0) with {return 𝑥 ↦→ let mod[yield] 𝑥

′ = 𝑥 in 𝑥 ′,
yield 𝑝 𝑟 ↦→ let mod[ ] 𝑟

′ = 𝑟 in 𝑝 + 𝑟 ′ ()}

As a result of the annotation [], the continuation 𝑟 has type [] (1 → Int) instead of 1 → Int. In the

return clause we eliminate the modality [] ◦ ⟨yield⟩ = [yield] of 𝑥 . In contrast, the omitted return

clause of sumMet(X) is return 𝑥 ↦→ let mod⟨yield⟩ 𝑥
′ = 𝑥 in 𝑥 ′.

The new handler rule requires the modality 𝜇 to have a comonadic structure as specified by

the conditions Γ ⊢ 𝜇 ⇒ ⟨⟩ @ 𝐹 and Γ ⊢ 𝜇 ⇒ 𝜇 ◦ 𝜇 @ 𝐹 . These conditions are important because

semantically a handler for operation ℓ may not be used (when ℓ is not invoked) or be used multiple

times (when ℓ is invoked multiple times). Intuitively, each use of the handler consumes one modality

𝜇. The condition 𝜇 ⇒ ⟨⟩ @ 𝐹 makes sure that when the handler is not used, we can transform

away the modality 𝜇 at effect context 𝐹 . The condition 𝜇 ⇒ 𝜇 ◦ 𝜇 @ 𝐹 makes sure that when the

handler is used multiple times, we can duplicate the modality 𝜇 each time the handlers is used.

For example, the identity modality ⟨⟩ trivially satisfies the comonadic structure, and the absolute

modality [𝐸] satisfies the comonadic structure at 𝐹 with 𝐸 ⩽ 𝐹 .
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Value normal forms 𝑈 ::= 𝑥 | 𝜆𝑥𝐴 .𝑀 | Λ𝛼𝐾 .𝑉 | mod𝜇 𝑈

Evaluation Contexts E ::= [ ] | E 𝑁 | 𝑈 E | E 𝐴 | mod𝜇 E | let𝜈 mod𝜇 𝑥 = E in 𝑀

| do ℓ E | handle𝜇 E with 𝐻

E-App (𝜆𝑥𝐴 .𝑀)𝑈 { 𝑀 [𝑈 /𝑥]
E-TApp (Λ𝛼𝐾 .𝑈 )𝐴{ 𝑈 [𝐴/𝛼]
E-Letmod let𝜈 mod𝜇 𝑥 = mod𝜇 𝑈 in 𝑀 { 𝑀 [𝑈 /𝑥]
E-Gen local ℓ : 𝐴 ↠ 𝐵 in 𝑀 | Ω { 𝑀 [ℓ′/ℓ] | Ω, ℓ′ : 𝐴 ↠ 𝐵 where ℓ′ fresh
E-Ret handle

𝜇 𝑈 with 𝐻 { 𝑁 [(mod(𝜇◦⟨ℓ ⟩) 𝑈 )/𝑥],
where 𝐻 = {return 𝑥 ↦→ 𝑁, ℓ 𝑝 𝑟 ↦→ 𝑁 ′}

E-Op handle
𝜇 E[do ℓ 𝑈 ] with 𝐻 { 𝑁 [𝑈 /𝑝, (mod𝜇 (𝜆𝑦.handle𝜇 E[𝑦] with 𝐻 ))/𝑟 ]

where ℓ ∉ bl(E) and 𝐻 ∋ (ℓ 𝑝 𝑟 ↦→ 𝑁 )
E-Lift E[𝑀] { E[𝑁 ] if𝑀 { 𝑁

Fig. 2. Operational semantics of Met(X).

3.6 Operational Semantics

We adopt the generative semantics of Biernacki et al. [4] for local labels. Each local label ℓ introduced

by local ℓ : 𝐴 ↠ 𝐵 in 𝑀 is replaced by a fresh label generated at runtime. We manage these

labels in a context defined as Ω ::= · | Ω, ℓ : 𝐴 ↠ 𝐵. We do not syntactically distinguish runtime

generated labels from static labels; runtime labels are tracked in Ω. We define value normal forms

𝑈 which cannot reduce further. The definitions for all new syntax and the operational semantics

are given in Figure 2. The reduction relation has the form𝑀 | Ω { 𝑁 | Ω. We omit Ω when it is

unchanged. Only E-Gen extends Ω. All judgements defined previously are also straightforwardly

extended with Ω. For instance, typing judgements are of form Ω | Γ ⊢ 𝑀 : 𝐴 @𝐸 for runtime terms.

The operational semantics mostly followsMet. Rule E-Gen is new and generates a fresh runtime

label for a local label binding. Moreover, since we generalise the handler of Met, rules E-ret and

E-Op are also generalised. Rule E-Ret wraps the return value with the modality 𝜇 ◦ ⟨ℓ⟩. Rule E-Op
wraps the continuation with the modality 𝜇. The modalities in both rules are consistent with the

typing rule T-Handle in Section 3.5. The function bl(E) gives the set of bound operation labels

which have handlers installed in the evaluation context E. The condition ℓ ∉ bl(E) makes sure

each operation ℓ is handled by the dynamically innermost handler of ℓ .

3.7 Type Soundness and Effect Safety

To state syntactic type soundness, we first define normal forms.

Definition 3.6 (Normal Forms). We say that term 𝑀 is in normal form with respect to effect

context 𝐸, if it is either in value normal form𝑀 = 𝑈 or of the form𝑀 = E[do ℓ 𝑈 ] for ℓ ⩽ 𝐸.

The following theorems together give type soundness and effect safety. They hold for any effect

theory X satisfying the validity conditions of Definition 3.5.

Theorem 3.7 (Progress). InMet(X) whereX satisfies the validity conditions, if Ω | · ⊢ 𝑀 : 𝐴 @𝐸,
then either𝑀 | Ω { 𝑁 | Ω′ for some 𝑁 and Ω′, or𝑀 is in a normal form with respect to 𝐸.

Theorem 3.8 (Subject Reduction). InMet(X) where X satisfies the validity conditions, if Ω |
Γ ⊢ 𝑀 : 𝐴 @𝐸 and𝑀 | Ω { 𝑁 | Ω′, then Ω′ | Γ ⊢ 𝑁 : 𝐴 @𝐸.

The proofs are given in Appendix C.
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4 Encoding a Row-Based Effect System à la Koka

In this section, we briefly present System F
𝜖
[39], a System F-style core calculus formalising the

row-based effect system of Koka [26], and show how to encode it intoMet(Rscp). We refer to Xie

et al. [39] for a complete introduction to System F
𝜖
.

4.1 System F
𝝐

The syntax of System F
𝜖
is as follows.

Value Types 𝐴, 𝐵 ::= 1 | 𝛼 | 𝐴 →𝐸 𝐵 | ∀𝛼𝐾 .𝐴
Effect Rows 𝐸, 𝐹 ::= · | 𝜀 | ℓ, 𝐸
Kind 𝐾 ::= Effect | Value
Contexts Γ ::= · | Γ, 𝑥 : 𝐴 | Γ, 𝛼 : 𝐾

Label Contexts Σ ::= · | Σ, ℓ : 𝐴 ↠ 𝐵

Values 𝑉 ,𝑊 ::= () | 𝑥 | 𝜆𝐸𝑥𝐴 .𝑀
| Λ𝛼𝐾 .𝑉 | handler 𝐻

Computations 𝑀, 𝑁 ::= return 𝑉 | 𝑉 𝑊 | 𝑉 𝐴
| do ℓ 𝑉 | let 𝑥 = 𝑀 in 𝑁

Handlers 𝐻 ::= {ℓ 𝑝 𝑟 ↦→ 𝑁 }

Different from Xie et al. [40], our version of System F
𝜖
is fine-grain call-by-value [28]. Effect rows

𝐸 are scoped rows [24] with an optional tail effect variable 𝜀. As in Met(X), we assume a fixed

global label context Σ. By convention we write 𝜀 for effect variables and 𝛼 for value type variables.

We omit their kinds, Effect and Value, when obvious. In type abstraction and application, we let 𝐴

range over both value types and effect rows, and let 𝛼 range over their type variables.

Typing judgements in System F
𝜖
include Γ ⊢ 𝑉 : 𝐴 for values and Γ ⊢ 𝑀 : 𝐴 | 𝐸 for computations,

where the latter tracks effects 𝐸. The typing rules and operational semantics of System F
𝜖
are

standard for a System F-style calculus with effect handlers and a row-based effect system [17, 25].

We provide the full rules in Appendix D.1 and show three representative typing rules here.

T-Abs

Γ, 𝑥 : 𝐴 ⊢ 𝑀 : 𝐵 | 𝐸
Γ ⊢ 𝜆𝐸𝑥𝐴 .𝑀 : 𝐴 →𝐸 𝐵

T-Do

Σ ∋ ℓ : 𝐴 ↠ 𝐵

Γ ⊢ 𝑉 : 𝐴

Γ ⊢ do ℓ 𝑉 : 𝐵 | ℓ, 𝐸

T-Handler

𝐻 = {ℓ 𝑝 𝑟 ↦→ 𝑁 } Σ ∋ ℓ : 𝐴′ ↠ 𝐵′

Γ, 𝑝 : 𝐴′, 𝑟 : 𝐵′ →𝐸 𝐴 ⊢ 𝑁 : 𝐴 | 𝐸
Γ ⊢ handler 𝐻 : (1 →ℓ,𝐸 𝐴) →𝐸 𝐴

Rule T-Abs introduces a 𝜆-abstraction. Rule T-Do invokes an operation ℓ . Rule T-Handler intro-

duces a handler as a function that takes an argument function of type 1 →ℓ,𝐸 𝐴 as in Section 2.5.2.

Xie et al. [39] do not include a return clause in handlers for System F
𝜖
.

4.2 Encoding System F
𝜖
intoMet(Rscp)

Figure 3 encodes System F
𝜖
inMet(Rscp). The translation is mostly straightforward.

For kinds, we translate effect kind Effect to effect kind Effect and value kind Value to the kind

Abs. We always translate values in System F
𝜖
into values of kind Abs inMet(Rscp).

For types, we decouples effects from function types in System F
𝜖
by translating an effectful

function type 𝐴 →𝐸 𝐵 into a function type with an absolute modality [J𝐸K] (J𝐴K → J𝐵K).
For contexts, we homomorphically translate each entry.

For terms, the translation is type-directed and essentially defined on typing judgements. We

annotate components of a term with their types as necessary. We highlight modality-relevant

syntax of the term translation in grey. The grey parts show how modalities decouple effect tracking.

The black parts themselves remain valid programs after type erasure.

The translation of lambda abstraction 𝜆𝐸𝑥𝐴 .𝑀 introduces an absolute modality bymod[J𝐸K] , and
the translation of function application𝑉 𝑊 first eliminates the modality of J𝑉 K by let mod[J𝐸K] 𝑥 =

J𝑉 K before applying it. Examples for translations of lambda abstraction and application can be

found in Section 2.2 as Jgen
F
𝜖 K and Japp

F
𝜖 K.
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J−K : Kind → Kind

JEffectK = Effect

JValueK = Abs

J−K : Effect Row → Effect Context

J·K = ·
J𝜀K = 𝜀

Jℓ, 𝐸K = ℓ, J𝐸K

J−K : Label Context → Label Context

J·K = ·
JΣ, ℓ : 𝐴 ↠ 𝐵K = JΣK, ℓ : J𝐴K ↠ J𝐵K

J−K : Value / Handler → Term

J()K = ()
J𝑥K = 𝑥

JΛ𝛼𝐾 .𝑉 K = Λ𝛼J𝐾K .J𝑉 K
J𝜆𝐸𝑥𝐴 .𝑀K = mod[J𝐸K] (𝜆𝑥J𝐴K .J𝑀K)

r
handler 𝐻 :

(1 →ℓ,𝐸 𝐴) →𝐸 𝐴

z
= mod[J𝐸K] (𝜆𝑓 .handle[J𝐸K] (let mod[Jℓ,𝐸K] 𝑓

′ = 𝑓 in 𝑓 ′ ()) with J𝐻𝐸K)

J{ℓ 𝑝 𝑟 ↦→ 𝑁 }𝐸K = {return 𝑥 ↦→ let mod[Jℓ,𝐸K] 𝑥
′ = 𝑥 in 𝑥 ′, ℓ 𝑝 𝑟 ↦→ J𝑁 K}

J−K : Type → Type

J1K = 1

J𝛼K = 𝛼

J𝐴 →𝐸 𝐵K = [J𝐸K] (J𝐴K → J𝐵K)
J∀𝛼𝐾 .𝐴K = ∀𝛼J𝐾K .J𝐴K

J−K : Context → Context

J·K = ·
JΓ, 𝑥 : 𝐴K = JΓK, 𝑥 : J𝐴K
JΓ, 𝛼 : 𝐾K = JΓK, 𝛼 : J𝐾K

J−K : Computation → Term

Jreturn 𝑉 K = J𝑉 K
Jlet 𝑥 = 𝑀 in 𝑁 K = let 𝑥 = J𝑀K in J𝑁 K

J𝑉 𝐴K = J𝑉 K J𝐴K
J(𝑉 : 𝐴 →𝐸 𝐵)𝑊 K = let mod[J𝐸K] 𝑥 = J𝑉 K in 𝑥 J𝑊 K

Jdo ℓ 𝑉 K = do ℓ J𝑉 K

Fig. 3. An encoding of System F
𝜖
in Met(Rscp).

Translations of type abstraction, type application, operation invocation, and let-binding are

homomorphic. Let-binding in Met(X) is syntactic sugar defined in the standard way as let 𝑥 =

𝑀 in 𝑁 � (𝜆𝑥 .𝑁 ) 𝑀 . The translation of return 𝑉 is simply J𝑉 K.
A handler value handler 𝐻 of type (1 →ℓ,𝐸 𝐴) →𝐸 𝐴 is translated to a function that takes a

function argument 𝑓 and handles it. We eliminate the modality of 𝑓 before applying it to () since 𝑓
has type [Jℓ, 𝐸K] (1 → J𝐴K). We introduce a modalitymod[J𝐸K] for the whole translated function

since handler 𝐻 is an effectful function with effect 𝐸. In the return clause of J𝐻K, we need to

eliminate the modality of 𝑥 as shown in the typing rule T-Handle of Met(Rscp). This modality

elimination is always possible because the type J𝐴K of 𝑥 always has kind Abs. The operation clause

of J𝐻K shows the importance of our modality-parameterised handlers. Note that rule T-Handler of

System F
𝜖
gives the continuation 𝑟 in 𝐻 the type 𝐵′ →𝐸 𝐴. By annotating handle with [J𝐸K], the

continuation 𝑟 in J𝐻K has type [J𝐸K] (J𝐵′K → J𝐴K), which is equal to J𝐵′ →𝐸 𝐴K. We have partly

shown the translation of the handler sumF
𝜖 in Section 2.5.2. We provide its full translation.

JsumF
𝜖 K = Λ𝜀.mod[𝜀 ] (𝜆𝑓 [yield,𝜀 ] (1→Int) .handle[𝜀 ] (let mod[yield,𝜀 ] 𝑓

′ = 𝑓 in 𝑓 ()) with

{return 𝑥 ↦→ let mod[yield,𝜀 ] 𝑥
′ = 𝑥 in 𝑥 ′, ℓ 𝑝 𝑟 ↦→ 𝑝 + (let mod[𝜀 ] 𝑟

′ = 𝑟 in 𝑟 ′ ())})
: ∀𝜀.[𝜀] ( [yield, 𝜀] (1 → Int) → Int)

We have the following type and semantics preservation theorems with proofs in Appendix E.1.

Theorem 4.1 (Type Preservation). If Γ ⊢ 𝑀 : 𝐴 | 𝐸 in System F
𝜖 , then JΓK ⊢ J𝑀K : J𝐴K @ J𝐸K

in Met(Rscp). Similarly for typing judgements of values.

Theorem 4.2 (Semantics Preservation). If 𝑀 is well-typed and 𝑀 { 𝑁 in System F
𝜖 , then

J𝑀K {∗ J𝑁 K in Met(Rscp) where{∗ denotes the transitive closure of{.
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Value Types 𝐴, 𝐵 ::= 1 | 𝑇 at 𝐶

Block Types 𝑇 ::= (𝐴, 𝑓 : 𝑇 ) ⇒ 𝐵

Capability Sets 𝐶 ::= {𝑓 }
Contexts Γ ::= · | Γ, 𝑥 : 𝐴 | Γ, 𝑓 :

𝐶 𝑇 | Γ, 𝑓 :
∗ 𝑇

Values 𝑉 ,𝑊 ::= 𝑥 | () | box 𝑃
Handlers 𝐻 ::= {𝑝 𝑟 ↦→ 𝑁 }

Blocks 𝑃,𝑄 ::= 𝑓 | {(𝑥 : 𝐴, 𝑓 : 𝑇 ) ⇒ 𝑀}
| unbox 𝑉

Computations 𝑀, 𝑁 ::= return 𝑉 | 𝑃 (𝑉 ,𝑄)
| let 𝑥 = 𝑀 in 𝑁

| def 𝑓 = 𝑃 in 𝑁

| try {𝑓 (𝐴)⇒𝐵 ⇒ 𝑀} with 𝐻

Γ ⊢ 𝑉 : 𝐴 Γ ⊢ 𝑃 : 𝑇 | 𝐶

T-Unit

Γ ⊢ () : 1

T-Var

Γ ∋ 𝑥 : 𝐴

Γ ⊢ 𝑥 : 𝐴

T-Box

Γ ⊢ 𝑃 : 𝑇 | 𝐶
Γ ⊢ box 𝑃 : 𝑇 at 𝐶

T-Transparent

Γ ∋ 𝑓 :
𝐶 𝑇

Γ ⊢ 𝑓 : 𝑇 | 𝐶

T-Tracked

Γ ∋ 𝑓 :
∗ 𝑇

Γ ⊢ 𝑓 : 𝑇 | {𝑓 }

T-Unbox

Γ ⊢ 𝑉 : 𝑇 at 𝐶

Γ ⊢ unbox 𝑉 : 𝑇 | 𝐶

T-Block

Γ, 𝑥 : 𝐴, 𝑓 :
∗ 𝑇 ⊢ 𝑀 : 𝐵 | 𝐶 ∪ {𝑓 }

Γ ⊢ {(𝑥 : 𝐴, 𝑓 : 𝑇 ) ⇒ 𝑀} : (𝐴, 𝑓 : 𝑇 ) ⇒ 𝐵 | 𝐶

T-BSub

Γ ⊢ 𝑃 : 𝑇 | 𝐶′ 𝐶′ ⊆ 𝐶
Γ ⊢ 𝑃 : 𝑇 | 𝐶

Γ ⊢ 𝑀 : 𝐴 | 𝐶

T-Value

Γ ⊢ 𝑉 : 𝐴

Γ ⊢ return 𝑉 : 𝐴 | ·

T-Let

Γ ⊢ 𝑀 : 𝐴 | 𝐶
Γ, 𝑥 : 𝐴 ⊢ 𝑁 : 𝐵 | 𝐶′

Γ ⊢ let 𝑥 = 𝑀 in 𝑁 : 𝐵 | 𝐶 ∪𝐶′

T-Call

Γ ⊢ 𝑃 : (𝐴𝑖 , 𝑓𝑗 : 𝑇𝑗 ) ⇒ 𝐵 | 𝐶
Γ ⊢ 𝑉𝑖 : 𝐴𝑖 Γ ⊢ 𝑄 𝑗 : 𝑇𝑗 | 𝐶 𝑗
Γ ⊢ 𝑃 (𝑉𝑖 , 𝑄 𝑗 ) : 𝐵 [𝐶 𝑗/𝑓𝑗 ] | 𝐶 ∪𝐶 𝑗

T-Sub

Γ ⊢ 𝑀 : 𝐴 | 𝐶′

𝐶′ ⊆ 𝐶
Γ ⊢ 𝑀 : 𝐴 | 𝐶

T-Def

Γ ⊢ 𝑃 : 𝑇 | 𝐶′

Γ, 𝑓 :
𝐶′
𝑇 ⊢ 𝑀 : 𝐴 | 𝐶

Γ ⊢ def 𝑓 = 𝑃 in 𝑀 : 𝐴 | 𝐶

T-Handle

Γ, 𝑓 :
∗ (𝐴′) ⇒ 𝐵′ ⊢ 𝑀 : 𝐴 | 𝐶 ∪ {𝑓 }

Γ, 𝑝 : 𝐴′, 𝑟 :𝐶 (𝐵′) ⇒ 𝐴 ⊢ 𝑁 : 𝐴 | 𝐶
Γ ⊢ try {𝑓 (𝐴

′ )⇒𝐵′
⇒ 𝑀} with {𝑝 𝑟 ↦→ 𝑁 } : 𝐴 | 𝐶

Fig. 4. Syntax and typing rules for System C. We mostly follow the syntax of Brachthäuser et al. [6]. The

main difference is that we write ⇒ for block types to emphasise they are second-class.

5 Encoding a Capability-Based Effect System à la Effekt

In this section we briefly present System C [6], a core calculus formalising the capability-based

effect system of Effekt [8], and show how to encode it into Met(S). We refer to Brachthäuser et al.

[6] for a complete introduction to System C.

5.1 System C

Figure 4 gives the syntax and typing rules for System C, which is fine-grain call-by-value [28] and

distinguishes between first-class values 𝑉 , blocks 𝑃 (second-class functions), and computations𝑀 .

We have three typing judgements for values, blocks, and computations individually. Judgements

for blocks Γ ⊢ 𝑃 : 𝑇 | 𝐶 and computations Γ ⊢ 𝑀 : 𝐴 | 𝐶 explicitly track a capability set 𝐶 , which

contains the capabilities in Γ that may be used.

The typing rules of System C are much more involved than those of System F
𝜖
as capability

tracking is deeply entangled with term constructs such as block constructions (T-Block), block calls

(T-Call), block bindings (T-Def), and usages of block variables (T-Transparent and T-Tracked).

Due to space constraints, we focus on explaining these key rules.

There are two rules for uses of block variables as there are two forms of block variable bindings

in contexts. A tracked binding 𝑓 :
∗ 𝑇 stands for a capability. Rule T-Tracked tracks 𝑓 itself in the
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singleton capability set {𝑓 }. A transparent binding 𝑓 :
𝐶 𝑇 stands for a user-defined block whose

capability set 𝐶 is known. Rule T-Transparent tracks 𝐶 as the capability set.

Rules T-Def and T-Block both bind block variables. Rule T-Def binds a block 𝑃 as a transparent

block variable 𝑓 :
𝐶′
𝑇 where 𝐶′

is the capability set of 𝑃 . Rule T-Block binds a list of tracked block

variables (capabilities) 𝑓 :
∗ 𝑇 whose concrete capability sets are unknown until called. The rule

T-Block reflects the roles that block constructions play for capability tracking as we introduced in

Section 2.3.3. For instance, all capabilities 𝑓 are added to the capability set of the block body𝑀 .

Rule T-Call fully applies a block 𝑃 to values 𝑉𝑖 and blocks 𝑄 𝑗 . The rule reflects the roles that

block calls play for capability tracking as we introduced in Section 2.3.4. It substitutes each block

variable 𝑓𝑗 (recall that these variables are bound as 𝑓𝑗 :
∗ 𝑇 in rule T-Block) with the capability set

𝐶 𝑗 of the block 𝑄 𝑗 in type 𝐵. The capability set of the call is the union of the capability sets of 𝑃

and all its block arguments because all these arguments might be invoked.

Rule T-Handle defines a named handler which introduces a capability 𝑓 : (𝐴′) ⇒ 𝐵′ to the

scope of𝑀 . Operation invocation via calling 𝑓 in𝑀 is handled by this handler. The capability 𝑓 is

added to the capability set of𝑀 . The continuation 𝑟 is introduced as a transparent binding with

capability set 𝐶 as it may only use capabilities in 𝐶 provided by the context.

System C adopts named handlers and a generative semantics with a reduction relation𝑀 | Ω {
𝑁 | Ω′

where Ω ::= · | ℓ : (𝐴) ⇒ 𝐵 is a context for runtime operation labels, similar to Met(X).

The most interesting reduction rule is E-Gen which uses a runtime capability value capℓ with a

runtime label ℓ to substitute a capability 𝑓 introduced by a handler.

E-Gen try {𝑓 (𝐴)⇒𝐵 ⇒ 𝑀} with 𝐻 | Ω { tryℓ 𝑀 [capℓ/𝑓 ] with 𝐻 | Ω, ℓ : (𝐴) ⇒ 𝐵 where ℓ fresh

The full specification of operational semantics can be found in Appendix D.2.

5.2 Encoding System C in Met(S)
Figure 5 encodes System C in Met(S). The term translation is type-directed and defined on typing

judgements. We annotate components of a term with their types and capability sets as necessary.

We highlight syntax relevant to modalities and type abstraction of the term translation in grey.

The grey parts show how modalities decouple capability tracking. The black parts remain valid

programs after type erasure. The encoding is unavoidably more involved than that of System F
𝜖

because of the deeper entanglement of capability tracking with blocks. As in Section 5.1, we focus

on explaining the encoding of block-relevant constructs.

For block constructions and block calls, we have explained the encodings of them in details in

Sections 2.3.3 and 2.3.4, using the constructions and calls of blocks app𝐶 and app′𝐶 as examples.

A block binding def 𝑓 = 𝑃 in 𝑁 not only binds a block 𝑃 to 𝑓 but also annotate the binding

𝑓 :
𝐶′
𝑇 with the capability set𝐶′

of the block 𝑃 as shown by rule T-Def in Figure 4. For instance, we

can bind the block gen𝐶 in Section 2.3.1 to 𝑓 and apply it to 42. Its typing derivation is as follows.

y :
∗ Int ⇒ 1 ⊢ gen𝐶 : Int ⇒ 1 | {y} y :

∗ Int ⇒ 1, 𝑓 :
{y} Int ⇒ 1 ⊢ 𝑓 (42) : 1 | {y}

y :
∗ Int ⇒ 1 ⊢ def 𝑓 = gen𝐶 in 𝑓 (42) : 1 | {y}

The binding of 𝑓 in the second premise is annotated with its capability set {y} since gen𝐶 uses the

capability y. We cannot simply encode such a transparent binding by ignoring its annotation of

the capability set. Instead, we use an absolute modality to simulate this annotation. To encode the

binding of 𝑓 , we wrap the translated block gen𝐶 into the absolute modality [y]. The full translation
of the above term is as follows, where we provide the omitted identity modality in Section 2.3.1.

let 𝑓 = mod[y∗ ] (mod⟨⟩ (𝜆𝑥Int .ŷ 𝑥)) in let mod[y∗ ] ˆ𝑓 = 𝑓 in let mod⟨⟩ 𝑓
′ = ˆ𝑓 in 𝑓 ′ 42
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J−K : Cap Set → Effect Context

J{𝑓 }K = 𝑓 ∗

J−K : Value / Block Type → Type

J1K = 1

J𝑇 at 𝐶K = [J𝐶K]J𝑇 K

J(𝐴, 𝑓 : 𝑇 ) ⇒ 𝐵K = ∀𝑓 ∗ .⟨𝑓 ∗⟩(J𝐴K → [𝑓 ∗]J𝑇 K → J𝐵K)

J−K : Value → Term

J()K = ()
J𝑥K = 𝑥

Jbox 𝑃 : 𝑇 at 𝐶K = mod[J𝐶K] J𝑃K

J−K : Context → Context

J·K = ·
JΓ, 𝑥 : 𝐴K = JΓK, 𝑥 : J𝐴K

JΓ, 𝑓 :
∗ 𝑇 K = JΓK, 𝑓 ∗, 𝑓 : [𝑓 ∗]J𝑇 K, ˆ𝑓 :[ 𝑓 ∗ ] J𝑇 K

JΓ, 𝑓 :
𝐶 𝑇 K = JΓK, 𝑓 : [J𝐶K]J𝑇 K, ˆ𝑓 :[J𝐶K] J𝑇 K

J−K : Block → Term

J𝑓 K = ˆ𝑓

J{(𝑥 : 𝐴, 𝑓 : 𝑇 ) ⇒ 𝑀}K = Λ𝑓 ∗ .mod⟨𝑓 ∗ ⟩ (𝜆𝑥
J𝐴K 𝑓 [ 𝑓 ∗ ]J𝑇 K .

let mod[ 𝑓 ∗ ] ˆ𝑓 = 𝑓 in J𝑀K)
Junbox 𝑉 : 𝑇 | 𝐶K = let mod[J𝐶K] 𝑥 = J𝑉 K in 𝑥

J−K : Computation / Handler → Term

Jreturn 𝑉 K = J𝑉 K
Jlet 𝑥 = 𝑀 in 𝑁 K = let 𝑥 = J𝑀K in J𝑁 K

Jdef 𝑓 = 𝑃 : 𝑇 | 𝐶 in 𝑁 K = let 𝑓 = mod[J𝐶K] J𝑃K in let mod[J𝐶K] ˆ𝑓 = 𝑓 in J𝑁 K

J𝑃 (𝑉𝑖 , 𝑄 𝑗 : 𝑇𝑗 | 𝐶 𝑗 )K = let mod⟨J𝐶 𝑗 K⟩
𝑥 = J𝑃K J𝐶 𝑗 K in 𝑥 J𝑉𝑖K (mod[J𝐶 𝑗 K] J𝑄 𝑗 K)

r
try {𝑓 (𝐴′ )⇒𝐵′ ⇒ 𝑀}
with 𝐻 : 𝐴 | 𝐶

z
= local ℓ𝑓 : J𝐴′K ↠ J𝐵′K in let mod⟨ℓ𝑓 ⟩ 𝑔 =

(Λ𝑓 ∗ .mod⟨𝑓 ∗ ⟩ (𝜆𝑓 .let mod[ 𝑓 ∗ ] ˆ𝑓 = 𝑓 in J𝑀K)) ℓ𝑓
in handle

[J𝐶K] (𝑔 (mod[ℓ𝑓 ] (mod⟨⟩ (𝜆𝑥J𝐴′K .do ℓ𝑓 𝑥)))) with J𝐻 𝑓 ,𝐶K
J{𝑝 𝑟 ↦→ 𝑁 }𝑓 ,𝐶K = {return 𝑥 ↦→ let mod[ℓ𝑓 ,J𝐶K] 𝑥

′ = 𝑥 in 𝑥 ′,
ℓ𝑓 𝑝 𝑟 ↦→ let mod[J𝐶K] 𝑟 = 𝑟 in J𝑁 K}

Fig. 5. An encoding of System C inMet(S).

We eliminate the modality [y∗] of 𝑓 and bind it to
ˆ𝑓 , reminiscent of how we translate block

arguments bound by block constructions. In general, for a transparent block variable binding 𝑓 :
𝐶 𝑇

in the context, it is translated to two variable bindings 𝑓 : [J𝐶K]J𝑇 K and ˆ𝑓 :[J𝐶K] J𝑇 K.
The translation of uses of block variables is simple. We translate each 𝑓 to its hat version

ˆ𝑓 .

The simplicity benefits from the fact that we eagerly eliminate the modality of each 𝑓 after it is

introduced, e.g., in the translations of block constructions and block bindings.

The translation of named handlers try {𝑓 (𝐴′ )⇒𝐵′ ⇒ 𝑀} with 𝐻 is different from the translation

of sum𝐶 in Section 2.5.3. The full translation of sum𝐶 is as follows, where we provide the omitted

identity modality of the function 𝜆𝑥Int.do ℓy 𝑥 .

local ℓy : Int ↠ 1 in let mod⟨ℓy ⟩ 𝑔 = (Λy∗ .mod⟨y∗ ⟩ (𝜆y.let mod[y∗ ] ŷ = y in 𝑦 42;𝑦 37; 0)) ℓy
in handle

[J𝐶K] (𝑔 (mod[ℓy ] (mod⟨⟩ (𝜆𝑥Int .do ℓy 𝑥))))
with {return 𝑥 ↦→ let mod[ℓy ,J𝐶K] 𝑥

′ = 𝑥 in 𝑥 ′, ℓy 𝑝 𝑟 ↦→ let mod[J𝐶K] 𝑟 = 𝑟 in 𝑝 + 𝑟 ()}

Themain difference is that, instead of directly using the local label ℓy for the handled computation,

we introduce an effect variable y∗ first and substitute it with ℓy . This extra layer of abstraction

is necessary to keep the translation systematic, because our translations of types and terms con-

sistently translate a capability y to an effect variable y∗. After reducing the type application and

substitution of 𝑔 in the above translation term, we get the translation of sum𝐶 in Section 2.5.3.

In the return clause, we additionally eliminate the modality of 𝑥 . In the operation clause, we

eliminate the modality [J𝐶K] of 𝑟 and bind it to 𝑟 as we use a modality-parameterised handler. Using
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a modality-parameterised handler is important because in sum𝐶 , the continuation 𝑟 is a transparent
binding of form 𝑓 :

𝐶 1 → Int as shown by the typing rule T-Handle of System C in Section 5.1.

We need to wrap the translated continuation 𝑟 with the absolute modality [J𝐶K] to be consistent

with the translation of transparent bindings.

For contexts, we translate each entry. For a variable binding 𝑥 : 𝐴, we translate it homomorphi-

cally. For a transparent binding of a block variable 𝑓 :
𝐶 𝑇 , we translate it to two term variables 𝑓

and
ˆ𝑓 as discussed in the translation of def above. For a tracked binding of a block variable 𝑓 :

∗ 𝑇 ,

we translate it to an effect variable 𝑓 ∗ and two term variables 𝑓 and ˆ𝑓 as discussed in Section 2.2.

We have the following type and semantics preservation theorems with proofs in Appendix E.2.

Theorem 5.1 (Type Preservation). If Γ ⊢ 𝑀 : 𝐴 | 𝐶 in System C, then JΓK ⊢ J𝑀K : J𝐴K @ J𝐶K in
Met(S). Similarly for typing judgements of values and blocks.

Theorem 5.2 (Semantics Preservation). If𝑀 is well-typed and𝑀 | Ω { 𝑁 | Ω′ in System C,
then J𝑀K | JΩK {∗ J𝑁 K | JΩ′K in Met(S), where{∗ denotes the transitive closure of{.

6 More Encodings and Discussions

In this section, we discuss more encodings of effect systems intoMet(X), highlight language design

insights gleaned from our encodings, and outline potential extensions to Met(X).

6.1 An Early Version of Effekt

System Ξ [7] is an early core calculus of the Effekt language. System Ξ is essentially a fragment

of System C without boxes. As a result, in System Ξ capabilities can never appear in types since

we cannot box a second-class block into a first-class value. While our encoding of System C in

Section 5.2 directly gives an encoding of System Ξ inMet(S), it introduces unnecessary complexity.

Since capabilities never appear in types in System Ξ, we do not need to introduce an effect variable

𝑓 ∗ for each capability 𝑓 in the encoding. It turns out that we can simply encode second-class blocks

in System Ξ as first-class functions in Met(S) without introducing any extra term constructs. For

instance, a block {(𝑥 : 𝐴, 𝑓 : 𝑇 ) ⇒ 𝑀} is encoded as a function 𝜆𝑥J𝐴K 𝑓 J𝑇 K .J𝑀K by merely changing

the notations. We provide the full encoding of System Ξ in Met(S) in Appendix D.3 and prove it

preserves types and semantics in Appendix E.3.

6.2 Named Handlers in Koka

Xie et al. [40] extend Koka with named handlers and formalise this extension in the core calculus

System F
𝜖+sn

, which is based on System F
𝜖
. System F

𝜖+sn
allows each handler to bind a handler

name that can be used to invoke operations. A handler name is similar to a capability in System C

but it is a first-class value. For instance, we can define a named handler in System F
𝜖+sn

as follows.

sum
F
𝜖+sn � Λ𝜀.nhandler {yield 𝑝 𝑟 ↦→ 𝑝 + 𝑟 ()} : ∀𝜀.(∀𝑎.ev yield𝑎 →yield𝑎,𝜀 Int) →𝜀 Int

This handler is similar to the handler sumF
𝜖 in Section 2.5.2. Themain difference is that the argument

takes a value of type ev yield𝑎 . This is a first-class handler name with which we can invoke the

yield operation. For example, we can apply sum
System F

𝜖+sn as follows.

sum
F
𝜖+sn 𝐸 (Λ𝑎.𝜆ℎev yield𝑎 .ℎ 42;ℎ 37; 0)

Instead of using the label yield to invoke the operation as in application of sumF
𝜖 in Section 2.5.2,

we directly apply the handler name ℎ to arguments. This is reminiscent of the handler sumSystem C

in Section 2.5.3 where we invoke the operation by calling the capability introduced by the handler.

This program reduces to 79. The scope variable 𝑎 ensure scope safety of the handler name, similar

to the technique used by runST in Haskell [23].



1128

1129

1130

1131

1132

1133

1134

1135

1136

1137

1138

1139

1140

1141

1142

1143

1144

1145

1146

1147

1148

1149

1150

1151

1152

1153

1154

1155

1156

1157

1158

1159

1160

1161

1162

1163

1164

1165

1166

1167

1168

1169

1170

1171

1172

1173

1174

1175

1176

24 Wenhao Tang and Sam Lindley

As with the encoding of named handlers in System C, we can encode a named handler of

System F
𝜖+sn

by introducing a local label ℓ𝑎 and using the termmod[ℓ𝑎 ] (𝜆𝑥 .do ℓ𝑎 𝑥) to simulate

the handler name. We use the effect theory S instead of Rscp because there can never be duplicated

handlers with the same name in System F
𝜖+sn

. The theoryS gives us flexibility to havemultiple effect

variables, which we use to encode scope variables. We provide the full encoding of System F
𝜖+sn

in

Met(S) in Appendix D.4 and prove its type and semantics preservation in Appendix E.4.

6.3 Insights for Language Design

In Section 2.4 and Section 2.5.4, we demonstrated how our encodings provide a direct way to

compare the differences of System F
𝜖
and System C. Moreover, our encodings can also help to

inform language design choices based on the following observations.

(1) Our encodings together demonstrate that modal effect types are as expressive as row-based

and capability-based effect systems we consider.

(2) The encoding of System Ξ (Section 6.1) implies that we do not need to sacrifice first-class

functions to obtain the benefits of the contextual effect polymorphism of Effekt.

(3) The encodings of System C (Section 5.2), System Ξ (Section 6.1), and System F
𝜖+sn

(Section 6.2)

demonstrate that we can use local labels, a minimal extension as introduced in Section 3, to

simulate the relatively heavyweight feature of named handlers in Effekt and Koka.

(4) The encoding of System F
𝜖+sn

(Section 3.5) further demonstrates that first-class handler names

of Koka do not provide extra expressiveness compared to second-class local labels of Met(X).

(5) The encoding of System C (Section 5.2) shows that instead of having a built-in form of

capabilities which can appear at both term and type levels as in Effekt and Scala [5], we can

simulate it by introducing an effect variable for each argument and wrap the argument into an

absolute modality with the corresponding effect variable.

6.4 Potential Extensions to Met(X)

We discuss three potential extensions to Met(X) and leave their full development as future work.

Effect Kinds. We can extend the effect theory to abstract over effect kinds instead of having a

single kind Effect. The augmented definition of effect theory is a triple X = ⟨R, :,≡⟩ where the
new component R is a set of effect kinds. We must extend the kinding and equivalence relations

accordingly. As an example of this extension, in order to characterise Rèmy-style row types [35]

which use a kind system to ensure that there is no duplicated label, we can declare R = {RowL | L}
where L is a label set and denotes all labels that must not be in the row. As another example,

this extension enables us to combine different effect theories together by assigning a kind to each

theory. For instance, we can declare two kinds Set and Row for theories S and Rscp respectively,

and then give local labels the kind Set and global labels the kind Row. We can then treat local labels

as sets and global labels as scoped rows.

Presence Types. We can associate operation labels in extensions and effect contexts with presence

types [36]. Furthermore, instead of predefining the operation types for labels, we can assign

operation types to labels in extensions and effect contexts in the manner of Tang et al. [37]. For

instance, the syntax of extensions could be extended to 𝐷 ::= · | ℓ : 𝑃, 𝐷 | 𝜀, 𝐷 , where 𝑃 is a presence

type typically defined as 𝑃 ::= − | Pre(𝐴 ↠ 𝐵) | 𝜃 . A label can be absent (−), present with a type

(Pre(𝐴 ↠ 𝐵)), or polymorphic over its presence (𝜃 ).

Masking. Met(X) does not include the mask operator and the mask modality ⟨𝐿 |⟩ of Met [37].

This enables us to substantially simplify the presentation of the core calculus, especially the

definitions relevant to modalities in Section 3.3, compared to that of Tang et al. [37]. Moreover, the
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lack of the mask operator does not influence our encodings as the core calculi of Effekt and Koka do

not have it. Masking [2, 10] is useful for effect systems based on scoped rows where duplicated labels

indicate nested handlers for the same operation label. With the mask operator, we can manually

select which handler to use when nested. It is interesting future work to extend Met(X) with a

suitable notion of abstract mask operator and extend the syntax of relative modalities to ⟨𝐿 |𝐷⟩
where 𝐿 is a mask and 𝐷 is an extension. This extension will require extending the effect theory to

define the kinding and equivalence relations of masks. A form of masking also makes sense for

effect theories other than Rscp. For instance, masking ℓ from a computation in S could be used to

disallow ℓ to be performed by the computation.

7 Related and Future Work

Row-Based Effect Systems. Row-based effect systems track effects by annotating function arrows

with effect types implemented by row types. They have been adopted in research languages Links,

Koka, and Frank. Links [17] uses Rémy-style row types with presence polymorphism [36], while

Koka [25] and Frank [29] use scoped rows [24]. Eff [1] and Helium [4] also track effects on function

arrows but treat effect types as sets. In this paper we have focused on Koka, but we expect that other

row-based effect systems can be encoded similarly by instantiating the effect theory appropriately.

Capability-Based Effect Systems. Capability-based effect systems introduce and track effects as

capabilities. Different variations diverge on when capability sets appear in types. Effekt [6, 7] uses

second-class functions and only attaches capability sets to types when boxing functions. CC<:□ [5],

the basis for capture tracking in Scala 3, always annotates every type with its capability set and

uses subtyping to simplify capability sets. It is interesting future work to encode CC<:□ in Met(X).

Abstracting Effect Systems. Yoshioka et al. [41] study different treatments of effect collections in

row-based effect systems. They propose a parameterised core calculus, 𝜆EA, whose effect types can

be instantiated to various kinds of sets and rows. The effect types in 𝜆EA are still entangled with

function types. As a result, 𝜆EA cannot encode capability-based effect systems. We follow 𝜆EA in

parameterising our core calculus Met(X) over different treatments of effect collections. We make

use of modalities to decouple effect tracking from function types, enabling the encodings of both

row-based and capability-based effect systems.

Encoding into Modal Effect Types. Tang et al. [37] encode a fragment of row-based effect systems

where each effect type can only refer to the lexically closest effect variable into Met without using

effect polymorphism. They use this encoding to demonstrate that Met reduces the requirement of

effect variables. However, they lack a comparison between the full expressive power of Met and

other effect systems. Our encodings fill this gap and show that modal effect types are as expressive

as many row-based and capability-based effect systems in the literature.

Effectful Contextual Modal Type Theory. Zyuzin and Nanevski [43] propose effectful contextual

modal type theory (ECMTT) which extends the contextual necessity modality [32] to track contexts

of effectful operations. The contextual necessity modality is similar to the absolute modality in

Met [37]. However, ECMTT does not achieve the same level of decoupling between effect tracking

and function types asMet does. In particular, ECMTT requires functions to be pure; in order to

define an effectful function we must box the function body with a modality. This restriction forces

every effectful function type in ECMTT to be accompanied by a modality which specifies the

effects used by the function. In contrast,Met provides more flexibility over when modalities appear

in types and are used to track effects. This flexibility is especially important for the encoding of

System C in Section 5.2. We opt forMet as the basis of our framework Met(X).
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Call-By-Push-Value. Attempts to decouple programming language features have frequently born

fruit. For instance, call-by-push-value (CBPV) [27] subsumes both call-by-value (CBV) and call-by-

name (CBN) by decoupling thunking and forcing from function abstraction and application. Our

work is in a similar vein. More interestingly, our encodings of System F
𝜖
and System C possess

certain similarities with Levy’s encodings of CBV and CBN into CBPV, respectively. In our encoding

of System F
𝜖
, each function is wrapped in an absolute modality, reminiscent of the CBV-to-CBPV

encoding where each function is thunked. In our encoding of System C, we only wrap a block in

an absolute modality when it is passed, reminiscent of the CBN-to-CBPV encoding where thunking

is deferred until being passed. We are interested in further exploring these similarities.

Expressive Power of Effect Handlers. Forster et al. [13] compare the expressive power of effect

handlers, monadic reflection, and delimited control in a simply-typed setting and show that delim-

ited control cannot encode effect handlers in a type-preserving way. Piróg et al. [33] extend the

comparison between effect handlers and delimited control to a polymorphic setting and show their

equivalence. Ikemori et al. [19] further show the typed equivalence between named handlers and

multi-prompt delimited control. In contrast to these works, which compare effect handlers with

other programming abstractions, we compare different effect systems for effect handlers.

Future Work. In addition to the ideas already discussed above and in Section 6.4, other directions

for future work include: exploring inverse encodings (from instantiations of Met(X) into other

calculi); studying parametricity and abstraction safety [4, 42] forMet(X); and further developing

Met(X) as a uniform intermediate language for type- and effect-directed optimisation.
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A Formal Definitions of Effect Mode Theories

We provide the formal definitions of effect theories S, Rsimp, and Rscp as introduced in Section 3.2.

Γ ⊢ 𝐷 : Effect

Γ ⊢ · : Effect
Σ, Γ ∋ ℓ : 𝐴 ↠ 𝐵 Γ ⊢ 𝐷 : Effect

Γ ⊢ ℓ, 𝐷 : Effect

Γ ⊢ 𝜀 : Effect Γ ⊢ 𝐷 : Effect

Γ ⊢ 𝜀, 𝐷 : Effect

Γ ⊢ 𝐷 ≡ 𝐷 ′

𝐷 ≡ 𝐷
𝐷1 ≡ 𝐷2 𝐷2 ≡ 𝐷3

𝐷1 ≡ 𝐷3

𝐷 ≡ 𝐷 ′

ℓ, 𝐷 ≡ ℓ, 𝐷 ′
𝐷 ≡ 𝐷 ′

𝜀, 𝐷 ≡ 𝜀, 𝐷 ′ ℓ, ℓ ′, 𝐷 ≡ ℓ ′, ℓ, 𝐷

ℓ, 𝜀, 𝐷 ≡ 𝜀, ℓ, 𝐷 𝜀, 𝜀′, 𝐷 ≡ 𝜀′, 𝜀, 𝐷 ℓ, ℓ, 𝐷 ≡ ℓ, 𝐷 𝜀, 𝜀, 𝐷 ≡ 𝜀, 𝐷

Fig. 6. The effect theory S (sets).

Γ ⊢ 𝐷 : Effect

Γ ⊢ · : Effect
Σ, Γ ∋ ℓ : 𝐴 ↠ 𝐵 Γ ⊢ 𝐷 : Effect

Γ ⊢ ℓ, 𝐷 : Effect

Γ ⊢ 𝐷 ≡ 𝐷 ′

𝐷 ≡ 𝐷
𝐷1 ≡ 𝐷2 𝐷2 ≡ 𝐷3

𝐷1 ≡ 𝐷3

𝐷 ≡ 𝐷 ′

ℓ, 𝐷 ≡ ℓ, 𝐷 ′
ℓ ≠ ℓ ′

ℓ, ℓ ′, 𝐷 ≡ ℓ ′, ℓ, 𝐷

Fig. 7. The effect theory Rscp (scoped rows).

Γ ⊢ 𝐷 : 𝐾

Γ ⊢ · : Effect
Σ, Γ ∋ ℓ : 𝐴 ↠ 𝐵 Γ ⊢ 𝐷 : Effect

Γ ⊢ ℓ, 𝐷 : Effect

Γ ⊢ 𝐷 ≡ 𝐷 ′

𝐷 ≡ 𝐷
𝐷1 ≡ 𝐷2 𝐷2 ≡ 𝐷3

𝐷1 ≡ 𝐷3

𝐷 ≡ 𝐷 ′

ℓ, 𝐷 ≡ ℓ, 𝐷 ′ ℓ, ℓ ′, 𝐷 ≡ ℓ ′, ℓ, 𝐷 ℓ, ℓ, 𝐷 ≡ ℓ, 𝐷

Fig. 8. The effect theory Rsimp (simple rows).

B Omitted Rules of Met(X)

We provide the kinding and type equivalence rules of Met(X) omitted in Section 3. We also provide

some auxiliary definitions used by our proofs.
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B.1 Kinding and Well-Formedness

The full kinding and well-formedness rules for Met(X) are defined in Figure 9. For the global label

context Σ we require the kinding judgement · ⊢ 𝐴 ↠ 𝐵 to hold for every (ℓ : 𝐴 ↠ 𝐵) ∈ Σ.

Γ ⊢ 𝐴 : 𝐾

Γ ⊢ 𝐴 : Abs

Γ ⊢ 𝐴 : Any

Γ ∋ 𝛼 : 𝐾

Γ ⊢ 𝛼 : 𝐾 Γ ⊢ 1 : Abs

Γ ⊢ [𝐸] Γ ⊢ 𝐴 : Any

Γ ⊢ [𝐸]𝐴 : Abs

Γ ⊢ ⟨𝐷⟩ Γ ⊢ 𝐴 : 𝐾

Γ ⊢ ⟨𝐷⟩𝐴 : 𝐾

Γ ⊢ 𝐴 : Any Γ ⊢ 𝐵 : Any

Γ ⊢ 𝐴 → 𝐵 : Any

Γ, 𝛼 : 𝐾 ⊢ 𝐴 : 𝐾

Γ ⊢ ∀𝛼𝐾 .𝐴 : 𝐾

Γ ⊢ 𝜇

Γ ⊢ 𝐷 : Effect

Γ ⊢ ⟨𝐷⟩
Γ ⊢ 𝐸 : Effect

Γ ⊢ [𝐸]

Γ ⊢ 𝐴 ↠ 𝐵

Γ ⊢ 𝐴 : Abs Γ ⊢ 𝐵 : Abs

Γ ⊢ 𝐴 ↠ 𝐵

Γ @𝐸

· @𝐸

Γ @ 𝐹 Γ ⊢ 𝐴 : 𝐾

Γ, 𝑥 :𝜇𝐹 𝐴 @ 𝐹

Γ @ 𝐹 𝜇 (𝐹 ) = 𝐸
Γ,µ𝜇𝐹 @𝐸

Γ @𝐸

Γ, 𝛼 : 𝐾 @𝐸

Γ @𝐸 Γ ⊢ 𝐴 ↠ 𝐵

Γ, ℓ : 𝐴 ↠ 𝐵 @𝐸

Fig. 9. Kinding and well-formedness rules forMet(X). Kinding rules of extensions and effect contexts are

provided by the effect theory X.

B.2 Type Equivalence

The type equivalence relation is defined in Figure 10.

Γ ⊢ 𝜇 ≡ 𝜈

𝐸 ≡ 𝐹
[𝐸] ≡ [𝐹 ]

𝐷 ≡ 𝐷′

⟨𝐷⟩ ≡ ⟨𝐷′⟩

Γ ⊢ 𝐴 ≡ 𝐵

Γ ⊢ 𝛼 : 𝐾

Γ ⊢ 𝛼 ≡ 𝛼 1 ≡ 1

𝜇 ≡ 𝜈 𝐴 ≡ 𝐵
𝜇𝐴 ≡ 𝜈𝐵

𝐴 ≡ 𝐴′ 𝐵 ≡ 𝐵′

𝐴 → 𝐵 ≡ 𝐴′ → 𝐵′
Γ, 𝛼 : 𝐾 ⊢ 𝐴 ≡ 𝐵

Γ ⊢ ∀𝛼𝐾 .𝐴 ≡ ∀𝛼𝐾 .𝐵

Fig. 10. Type equivalence rules for Met(X). Type equivalence rules of extensions and effect contexts are

provided by the effect theory X.
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B.3 Mode Theory

In the terminology of MTT [15], effect contexts are modes. The structure of modes, modalities, and

modality transformation constitute the mode theory.
To make the proofs easier, we frequently write modalities in the form 𝜇𝐹 as introduced in

Section 3.3. Supposing 𝜇 (𝐹 ) = 𝐸, we read 𝜇𝐹 as a morphism 𝐸 → 𝐹 from mode 𝐸 to mode 𝐹 . The

reading of 𝜇𝐹 as a morphism between modes is consistent with definition of modalities in MTT,

while 𝜇 itself is actually an indexed family of morphisms. We call 𝜇𝐹 concrete modalities since we
have already called 𝜇 modalities. We repeat the definitions of modalities and modality composition

using syntax 𝜇𝐹 for easy reference. They are the same as those in Section 3.3.

[𝐸]𝐹 : 𝐸 → 𝐹

⟨𝐷⟩𝐹 : 𝐷 + 𝐹 → 𝐹

[𝐸′]𝐹 ◦ [𝐸]𝐸′ = [𝐸]𝐹
⟨𝐷⟩𝐹 ◦ [𝐸]𝐷+𝐹 = [𝐸]𝐹
[𝐸]𝐹 ◦ ⟨𝐷⟩𝐸 = [𝐷 + 𝐸]𝐹

⟨𝐷1⟩𝐹 ◦ ⟨𝐷2⟩𝐷1+𝐹 = ⟨𝐷2 + 𝐷1⟩𝐹
We write 𝐷 + 𝐸 for 𝐷, 𝐸 and 𝐷 + 𝐷 ′

for 𝐷, 𝐷 ′
for notation consistency with Met. We also write

Γ ⊢ 𝜇𝐹 ⇒ 𝜈𝐹 for Γ ⊢ 𝜇 ⇒ 𝜈 @ 𝐹 . As we extend composition to concrete modalities, we also let the

operation locks(Γ) return a concrete modality as follows.

locks(·) = ⟨⟩𝐹 locks(Γ,µ𝜇𝐹 ) = locks(Γ) ◦ 𝜇𝐹 locks(Γ, 𝑥 :𝜇𝐹 𝐴) = locks(Γ)

C Meta Theory and Proofs for Met(X)

We provide meta theory and proofs forMet(X) introduced in Section 3. The proofs are based on

the proofs forMet in Tang et al. [37] but are parameterised over the effect theory X. We require

the effect theory to satisfy the validity conditions in Definition 3.5.
2

C.1 Properties of the Mode Theory of Met(X)

Our proofs for type soundness rely on some properties of the mode theory of Met(X).

First, the mode theory of Met(X) should form a double category. The effect contexts and

subeffecting (a preorder relation) obviously form a category generated by a poset. The effect

contexts (objects) and modalities (horizontal morphisms) also form a category since modality

composition possesses associativity and identity. We have the following lemma.

Lemma C.1 (Modes and modalities form a category). Modes and modalities form a category
with the identity morphisms 1𝐸 = ⟨⟩𝐸 : 𝐸 → 𝐸 and the morphism composition 𝜇𝐹 ◦ 𝜈𝐹 ′ such that

(1) Identity: 1𝐹 ◦ 𝜇𝐹 = 𝜇𝐹 = 𝜇𝐹 ◦ 1𝐸 for 𝜇𝐹 : 𝐸 → 𝐹 .
(2) Associativity: (𝜇𝐸1 ◦ 𝜈𝐸2 ) ◦ 𝜉𝐸3 = 𝜇𝐸1 ◦ (𝜈𝐸2 ◦ 𝜉𝐸3 ) for 𝜇𝐸1 : 𝐸2 → 𝐸1, 𝜈𝐸2 : 𝐸3 → 𝐸2, and

𝜉𝐸3 : 𝐸 → 𝐸3.

Proof. By inlining the definitions of modalities and checking each case. □

As in Tang et al. [37], we need to extend the modality transformation relation a bit for meta

theory and proofs. We write Γ ⊢ 𝜇𝐹 ⇒ 𝜈𝐹 if Γ ⊢ 𝜇 ⇒ 𝜈 @ 𝐹 . We extend it to allow judgements of

2
Our proofs (especially the proof of progress in Appendix C.3) only use the second validity condition. The first condition is

not necessary to show progress and subject reduction but it is natural. We opt for keeping the first condition.
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form Γ ⊢ 𝜇𝐹 ⇒ 𝜈𝐹 ′ where 𝐹 ⩽ 𝐹 ′ and add one new ruleMT-Mono as follows.

MT-Mono

Γ ⊢ 𝐹 ⩽ 𝐹 ′

Γ ⊢ 𝜇𝐹 ⇒ 𝜇𝐹 ′

Now we show that modality transformations are 2-cells in the double category.

Lemma C.2 (Modality transformations are 2-cells). If 𝜇𝐹 ⇒ 𝜈𝐹 ′ , 𝜇𝐹 : 𝐸 → 𝐹 , and 𝜈𝐹 ′ :
𝐸′ → 𝐹 ′, then 𝐸 ⩽ 𝐸′ and 𝐹 ⩽ 𝐹 ′. Moreover, the transformation relation is closed under vertical and
horizontal composition as shown by the following admissible rules.

𝜇𝐹1 ⇒ 𝜈𝐹2 𝜈𝐹2 ⇒ 𝜉𝐹3

𝜇𝐹1 ⇒ 𝜉𝐹3

𝜇𝐹 ⇒ 𝜇′𝐹 ′ 𝜈𝐸 ⇒ 𝜈 ′𝐸′ 𝜇𝐹 : 𝐸 → 𝐹 𝜇′𝐹 ′ : 𝐸
′ → 𝐹 ′

𝜇𝐹 ◦ 𝜈𝐸 ⇒ 𝜇′𝐹 ′ ◦ 𝜈 ′𝐸′
Proof. For the first part, 𝐹 ⩽ 𝐹 ′ is obvious from MT-Mono. 𝐸 ⩽ 𝐸′ follows from case analysis.

Case 𝜇 = [𝐸]. Obvious from MT-Abs and Lemma C.3.

Case 𝜇 = ⟨𝐷1⟩ and 𝜈 = ⟨𝐷2⟩. We need to show that 𝐷1, 𝐹 ⩽ 𝐷2, 𝐹
′
. By MT-Extend we have

𝐷1, 𝐹
′ ⩽ 𝐷2, 𝐹

′
, which gives 𝐷1, 𝐹

′, 𝐹1 ≡ 𝐷2, 𝐹
′
for some 𝐹1. By 𝐹 ⩽ 𝐹 ′ we have 𝐹, 𝐹2 ≡ 𝐹 ′

for some 𝐹2. Then we have 𝐷1, 𝐹 , 𝐹2, 𝐹1 ≡ 𝐷2, 𝐹
′
. Finally we have 𝐷1, 𝐹 ⩽ 𝐷2, 𝐹

′
.

For the second part, vertical composition (the first rule) basically says that modality transformation

is transitive. Easy to verify. Horizontal composition (the second rule) follows from a straightforward

case analysis on shapes of modalities being composed.

Case 𝜈𝐸 is an absolute modality. Suppose 𝜇 = [𝐸1]. We have (𝜇 ◦ 𝜈) (𝐹1) = 𝐸1 for any 𝐹 ′ ⩽ 𝐹1. By

Lemma C.3, we have 𝐸1 ⩽ (𝜇′ ◦ 𝜈 ′) (𝐹1).
Case 𝜈𝐸 is an relative modality and 𝜇𝐹 is an absolute modality. Suppose 𝜇 = [𝐸1] and 𝜈 = ⟨𝐷1⟩. We

have (𝜇 ◦ 𝜈) (𝐹1) = 𝐷1 + 𝐸1 for any 𝐹 ′ ⩽ 𝐹1. Similar to the above case, by Lemma C.3, we

have 𝐷1 + 𝐸1 ⩽ (𝜇′ ◦ 𝜈 ′) (𝐹1).
Case Both 𝜇𝐹 and 𝜈𝐸 are relative modalities. We also have that 𝜇′

𝐹 ′ and 𝜈
′
𝐸′ are relative modalities.

Suppose 𝜇 = ⟨𝐷1⟩, 𝜈 = ⟨𝐷2⟩, 𝜇′ = ⟨𝐷 ′
1
⟩, 𝜈 ′ = ⟨𝐷 ′

2
⟩. We have 𝐸 = 𝐷1, 𝐹 and 𝐸′ = 𝐷 ′

1
, 𝐹 ′. By

𝜇𝐹 ⇒ 𝜇′
𝐹 ′ andMT-Extend, we have

𝐷1, 𝐹1 ⩽ 𝐷 ′
1
, 𝐹1

for all 𝐹 ′ ⩽ 𝐹1. There exists 𝐹
′
1
such that

𝐷1, 𝐹1, 𝐹
′
1
≡ 𝐷 ′

1
, 𝐹1 (1)

By 𝜈𝐸 ⇒ 𝜈 ′
𝐸′ and MT-Extend, we have

𝐷2, 𝐹2 ⩽ 𝐷 ′
2
, 𝐹2

for all 𝐸′ = 𝐷 ′
1
, 𝐹 ′ ⩽ 𝐹2. There exists 𝐹

′
2
such that

𝐷2, 𝐹2, 𝐹
′
2
≡ 𝐷 ′

2
, 𝐹2 (2)

Given any 𝐹 ′ ⩽ 𝐹3, by (1) we can find 𝐹31 such that

𝐷1, 𝐹3, 𝐹31 ≡ 𝐷 ′
1
, 𝐹3

Then by 𝐷 ′
1
, 𝐹 ′ ⩽ 𝐷 ′

1
, 𝐹3 and (2) we can find 𝐹32 such that

𝐷2, 𝐷1, 𝐹3, 𝐹31, 𝐹32 ≡ 𝐷 ′
2
, 𝐷 ′

1
, 𝐹3

Then we have

𝐷2, 𝐷1, 𝐹3 ⩽ 𝐷 ′
2
, 𝐷 ′

1
, 𝐹3

Finally by MT-Extend we have ⟨𝐷2, 𝐷1⟩𝐹 ⇒ ⟨𝐷 ′
2
, 𝐷 ′

1
⟩
𝐹 ′ .
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□

Beyond being a double category, we show some extra properties. The most important one is that

horizontal morphisms (sub-effecting) act functorially on vertical ones (modalities). In other words,

the action of 𝜇 on effect contexts gives a total monotone function.

Lemma C.3 (Monotone modalities). If 𝜇𝐹 : 𝐸 → 𝐹 and 𝐹 ⩽ 𝐹 ′, then 𝜇𝐹 ′ : 𝐸′ → 𝐹 ′ with 𝐸 ⩽ 𝐸′.

Proof. When 𝜇 is an absolute modality, obviously we have 𝐸 ≡ 𝐸′. When 𝜇 is a relative modality

⟨𝐷⟩, we need to show that 𝐷 + 𝐹 ⩽ 𝐷 + 𝐹 ′, which is obvious by 𝐹 ⩽ 𝐹 ′. □

Lemma C.4 (Soundness of modality transformation). For modality transformation Γ ⊢ 𝜇 ⇒
𝜈 @ 𝐹 , we have 𝜇 (𝐹 ′) ⩽ 𝜈 (𝐹 ′) for all 𝐹 ′ with 𝐹 ⩽ 𝐹 ′.

Proof. By case analysis on the two modality transformation rules.

Case MT-Abs. Follow from Lemma C.3.

Case MT-Extend. By definition.

□

We state some properties of the mode theory as the following lemmas for easier references in

proofs. Most of them directly follow from the definition.

Lemma C.5 (Vertical composition). If 𝜇𝐹1 ⇒ 𝜈𝐹2 and 𝜈𝐹2 ⇒ 𝜉𝐹3 , then 𝜇𝐹1 ⇒ 𝜉𝐹3 .

Proof. Follow from Lemma C.2 □

Lemma C.6 (Horizontal composition). If 𝜇𝐹 : 𝐸 → 𝐹 , 𝜇′
𝐹 ′ : 𝐸

′ → 𝐹 ′, 𝜇𝐹 ⇒ 𝜇′
𝐹 ′ , and 𝜈𝐸 ⇒ 𝜈 ′

𝐸′ ,
then 𝜇𝐹 ◦ 𝜈𝐸 ⇒ 𝜇′

𝐹 ′ ◦ 𝜈 ′𝐸′ .

Proof. Follow from Lemma C.2 □

Lemma C.7 (Monotone modality transformation). If 𝜇𝐹 ⇒ 𝜈𝐹 and 𝐹 ⩽ 𝐹 ′, then 𝜇𝐹 ′ ⇒ 𝜈𝐹 ′ .

Proof. By a case analysis.

Case MT-Abs. Follow from Lemma C.3.

Case MT-Extend. By definition.

□

Lemma C.8 (Asymmetric reflexivity of modality transformation). If 𝐹 ⩽ 𝐹 ′ and 𝜇𝐹 : 𝐸 →
𝐹 , then 𝜇𝐹 ⇒ 𝜇𝐹 ′ .

Proof. By MT-Mono. □

C.2 Lemmas for the Calculus

We prove structural and substitution lemmas forMet(X) as well as some other auxiliary lemmas

for proving type soundness.

Lemma C.9 (Canonical forms).

1. If ⊢ 𝑈 : 𝜇𝐴 @𝐸, then𝑈 is of shapemod𝜇 𝑈
′.

2. If ⊢ 𝑈 : 𝐴 → 𝐵 @𝐸, then𝑈 is of shape 𝜆𝑥𝐴 .𝑀 .
3. If ⊢ 𝑈 : ∀𝛼𝐾 .𝐴 @𝐸, then𝑈 is of shape Λ𝛼𝐾 .𝑉 .
4. If ⊢ 𝑈 : 1 @𝐸, then𝑈 is ().
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Proof. Directly follows from the typing rules. □

In order to define the lock weakening lemma, we first define a context update operation LΓM𝐹 ′
which gives a new context derived from updating the indexes of all locks and variable bindings in

Γ such that locks(LΓM𝐹 ′ ) : 𝐸 → 𝐹 ′ for some 𝐸.

L·M𝐹 = ·
Lµ[𝐸 ]𝐹 ′ , Γ

′M
𝐹

= µ[𝐸 ]𝐹 , Γ
′

Lµ⟨𝐷 ⟩𝐹 ′ , Γ
′M
𝐹

= µ⟨𝐷 ⟩𝐹 , LΓ
′M𝐷+𝐹

L𝑥 :𝜇𝐹 ′ 𝐴, Γ
′M
𝐹

= 𝑥 :𝜇𝐹 𝐴, LΓ′M𝐹
L𝛼 : 𝐾, Γ′M𝐹 = 𝛼 : 𝐾, LΓ′M𝐹

Lℓ : 𝐴 ↠ 𝐵, Γ′M𝐹 = ℓ : 𝐴 ↠ 𝐵, LΓ′M𝐹
We have the following lemma showing that the index update operation preserves the locks(−)

operation except for updating the index.

Lemma C.10 (Index update preserves composition). If 𝜇𝐹 = locks(Γ) : 𝐸 → 𝐹 , 𝐹 ⩽ 𝐹 ′, and
locks(LΓM𝐹 ′ ) : 𝐸′ → 𝐹 ′, then locks(LΓM𝐹 ′ ) = 𝜇𝐹 ′ .

Proof. By straightforward induction on the context and using the property that (𝜇◦𝜈)𝐹 = 𝜇𝐹 ◦𝜈𝐸
for 𝜇𝐹 : 𝐸 → 𝐹 . □

Corollary C.11 (Index update preserves transformation). If locks(Γ) : 𝐸 → 𝐹 , 𝐹 ⩽ 𝐹 ′, and
locks(LΓM𝐹 ′ ) : 𝐸′ → 𝐹 ′, then locks(Γ) ⇒ locks(LΓM𝐹 ′ ).

Proof. Immediately follow from Lemma C.10 and Lemma C.8. □

We have the following structural lemmas.

Lemma C.12 (Structural rules). The following structural rules are admissible.
1. Variable weakening.

Γ, Γ′ ⊢ 𝑀 : 𝐵 @𝐸 Γ, 𝑥 :𝜇𝐹 𝐴, Γ
′
@𝐸

Γ, 𝑥 :𝜇𝐹 𝐴, Γ
′ ⊢ 𝑀 : 𝐵 @𝐸

2. Variable swapping.

Γ, 𝑥 :𝜇𝐹 𝐴,𝑦 :𝜈𝐹 𝐵, Γ
′ ⊢ 𝑀 : 𝐴′

@𝐸

Γ, 𝑦 :𝜈𝐹 𝐵, 𝑥 :𝜇𝐹 𝐴, Γ
′ ⊢ 𝑀 : 𝐴′

@𝐸

3. Lock weakening.

Γ,µ𝜇𝐹 , Γ
′ ⊢ 𝑀 : 𝐴 @𝐸 𝜇𝐹 ⇒ 𝜈𝐹 𝜈𝐹 : 𝐹 ′ → 𝐹 locks(LΓ′M𝐹 ′ ) : 𝐸′ → 𝐹 ′

Γ,µ𝜈𝐹 , LΓ
′M𝐹 ′ ⊢ 𝑀 : 𝐴 @𝐸′

4. Type variable weakening.

Γ, Γ′ ⊢ 𝑀 : 𝐵 @𝐸

Γ, 𝛼 : 𝐾, Γ′ ⊢ 𝑀 : 𝐵 @𝐸

5. Type variable swapping.

Γ1, Γ2, 𝛼 : 𝐾, Γ3 ⊢ 𝑀 : 𝐴 @𝐸

Γ1, 𝛼 : 𝐾, Γ2, Γ3 ⊢ 𝑀 : 𝐴 @𝐸

𝛼 ∉ ftv(Γ2) Γ1, 𝛼 : 𝐾, Γ2, Γ3 ⊢ 𝑀 : 𝐴 @𝐸

Γ1, Γ2, 𝛼 : 𝐾, Γ3 ⊢ 𝑀 : 𝐴 @𝐸
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6. Label weakening.

Γ, Γ′ ⊢ 𝑀 : 𝐵 @𝐸

Γ, ℓ : 𝐴 ↠ 𝐵, Γ′ ⊢ 𝑀 : 𝐵 @𝐸

7. Lock swapping.

Γ,µ𝜇, 𝑥 :𝜈 𝐴, Γ
′ ⊢ 𝑀 : 𝐵 @𝐸 Γ ⊢ 𝐴 : Abs or 𝜈 = [𝐹 ]
Γ, 𝑥 :𝜈 𝐴,µ𝜇, Γ

′ ⊢ 𝑀 : 𝐵 @𝐸

Proof. 1, 2, 4, 5, 6, 7 follow from straightforward induction on the typing derivation. Among

them, 7 makes use of the transformation ruleMT-Abs. 3 follows from a induction very similar to

that in Tang et al. [37]. The most interesting cases are T-Do and T-Handle due to the abstraction

over the effect mode theory. We show them as follows.

Case

T-Do

Σ, Γ, Γ′ ∋ ℓ : 𝐴 ↠ 𝐵 Γ,µ𝜇𝐹 , Γ
′ ⊢ 𝑁 : 𝐴 @ ℓ, 𝐸 (1)

Γ,µ𝜇𝐹 , Γ
′ ⊢ do ℓ 𝑁 : 𝐵 @ ℓ, 𝐸

Suppose locks(Γ′) = 𝜉𝜇 (𝐹 ) . We have ℓ ⩽ 𝜉 (𝜇 (𝐹 )). By Lemma C.10 we have locks(LΓ′M𝜈 (𝐹 ) ) =
𝜉𝜈 (𝐹 ) By IH on (1) we have

Γ,µ𝜈𝐹 , LΓ
′M𝜈 (𝐹 ) ⊢ 𝑁 : 𝐴 @ 𝜉 (𝜇 (𝐹 ))

By Lemma C.2 and 𝜇𝐹 ⇒ 𝜈𝐹 we have 𝜇 (𝐹 ) ⩽ 𝜈 (𝐹 ). By Lemma C.3 we have 𝜉 (𝜇 (𝐹 )) ⩽
𝜉 (𝜈 (𝐹 )). By transitivity of subeffecting we have ℓ ⩽ 𝜉 (𝜈 (𝐹 )). Finally our goal follows from

reapplying T-Do.

Case

T-Handle

𝜇 (𝐹 ) = 𝐸 Γ, 𝜉𝐹1 , Γ
′ ⊢ 𝜇 ⇒ ⟨⟩ @ 𝐹

Γ, 𝜉𝐹1 , Γ
′ ⊢ 𝜇 ⇒ 𝜇 ◦ 𝜇 @ 𝐹 Γ, 𝜉𝐹1 , Γ

′,µ𝜇𝐹 ,µ⟨ℓ ⟩𝐸 ⊢ 𝑀 : 𝐴 @ ℓ, 𝐸 (1)
Σ, Γ, Γ′ ∋ ℓ : 𝐴′ ↠ 𝐵′ Γ, 𝜉𝐹1 , Γ

′,µ𝜇𝐹 , 𝑥 : (𝜇 ◦ ⟨ℓ⟩)𝐴 ⊢ 𝑁 : 𝐵 @𝐸 (2)
Γ, 𝜉𝐹1 , Γ

′,µ𝜇𝐹 , 𝑝 : 𝐴′, 𝑟 : 𝜇 (𝐵′ → 𝐵) ⊢ 𝑁 ′
: 𝐵 @𝐸 (3)

Γ, 𝜉𝐹1 , Γ
′ ⊢ handle𝜇 𝑀 with {return 𝑥 ↦→ 𝑁, ℓ 𝑝 𝑟 ↦→ 𝑁 ′} : 𝐵 @ 𝐹

Suppose we want to do the lock weakening 𝜉𝐹1 ⇒ 𝜈𝐹1 . Our goal follows from IHs on (1), (2),

(3) and reapplying T-Handle. As in the case of T-Do, we need to make sure that after IH

on (1) the label ℓ is still in the effect context. This is guaranteed by the lock µ⟨ℓ ⟩ .

□

The following lemma reflects the intuition that pure values can be used in any effect context.

Lemma C.13 (Pure Promotion). The following promotion rule is admissible.

Γ1, Γ ⊢ 𝑉 : 𝐴 @𝐸 Γ1 ⊢ 𝐴 : Abs Γ1, Γ
′
@𝐸′ fv(𝑉 ) ∩ dom(Γ) = ∅

Γ1, Γ
′ ⊢ 𝑉 : 𝐴 @𝐸′

Proof. Follow from the proof for the same lemma in Tang et al. [37]. □

Lemma C.14 (Generalised Pure Promotion). Given Γ1, Γ ⊢ 𝑀 : 𝐴 @𝐸, if for any 𝑥 ∈ ftv(𝑀),
we have Γ1 ∋ 𝑥 :𝜇 𝐵 such that either Γ1 ⊢ 𝐵 : Abs or 𝜇 is an absolute modality, then Γ1, Γ′ ⊢ 𝑀 : 𝐴 @𝐸′

for 𝐸 ⩽ 𝐸′ and Γ1, Γ
′
@𝐸′.
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Proof. By straightforward induction on typing judgements inMet(X). The most non-trivial

case is to show the accessibility of each variable 𝑥 ∈ ftv(𝑀). For variables with types of kind

Abs, we can always access them. For variables annotated with an absolute modality, the modality

transformation relationMT-Abs still holds because 𝐸 ⩽ 𝐸′. □

Lemma C.15 (Substitution). The following substitution rules are admissible.

1. Preservation of kinds under type substitution.

Γ ⊢ 𝐴 : 𝐾 Γ, 𝛼 : 𝐾, Γ′ ⊢ 𝐵 : 𝐾

Γ, Γ′ ⊢ 𝐵 [𝐴/𝛼] : 𝐾

2. Preservation of types under type substitution.

Γ ⊢ 𝐴 : 𝐾 Γ, 𝛼 : 𝐾, Γ′ ⊢ 𝑀 : 𝐵 @ 𝐹

Γ, Γ′ ⊢ 𝑀 [𝐴/𝛼] : 𝐵 [𝐴/𝛼] @ 𝐹

3. Preservation of types under value substitution.

Γ,µ𝜇𝐹 ⊢ 𝑉 : 𝐴 @ 𝐹 ′ Γ, 𝑥 :𝜇𝐹 𝐴, Γ
′ ⊢ 𝑀 : 𝐵 @𝐸

Γ, Γ′ ⊢ 𝑀 [𝑉 /𝑥] : 𝐵 @𝐸

Proof.

1,2,4,5. Follow from straightforward induction.

3. Follow from the proof for the same lemma in Tang et al. [37]. The new cases of T-LocalEffect

and generalised T-Handle simply follows from IH. □

C.3 Progress

Theorem 3.7 (Progress). InMet(X) whereX satisfies the validity conditions, if Ω | · ⊢ 𝑀 : 𝐴 @𝐸,
then either𝑀 | Ω { 𝑁 | Ω′ for some 𝑁 and Ω′, or𝑀 is in a normal form with respect to 𝐸.

Proof. By induction on the typing derivation Ω | · ⊢ 𝑀 : 𝐴 @𝐸. Most cases are covered in the

proof for progress of Met in Tang et al. [37]. We show some important cases.

Case T-Do. do ℓ 𝑀 . We have ℓ ⩽ 𝐸. Either𝑀 is reducible or the whole term is in a normal form

with respect to 𝐸.

Case T-LocalEffect. Reducible by E-Gen.

Case T-Handle. Ω | · ⊢ handle𝜇 𝑀 with {return 𝑥 ↦→ 𝑁, ℓ 𝑝 𝑟 ↦→ 𝑁 ′} @𝐸.

Case 𝑀 is reducible. Trivial.

Case 𝑀 is a value. By E-Ret.

Case 𝑀 = E[do ℓ ′ 𝑈 ]. Since 𝑀 is not reducible itself, there is no handler for ℓ ′ in E. If
ℓ = ℓ ′, by E-Op. Otherwise, since𝑀 is at effect context ℓ, 𝐸, by inversion on do ℓ ′ 𝑈 we

have ℓ ′ ⩽ 𝐷, ℓ, 𝐸 where 𝐷 does not contain label ℓ ′. By Definition 3.5 we have ℓ ′ ⩽ 𝐸.

Thus the whole term is in a normal form with respect to 𝐸.

□

C.4 Subject Reduction

Theorem 3.8 (Subject Reduction). InMet(X) where X satisfies the validity conditions, if Ω |
Γ ⊢ 𝑀 : 𝐴 @𝐸 and𝑀 | Ω { 𝑁 | Ω′, then Ω′ | Γ ⊢ 𝑁 : 𝐴 @𝐸.
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Proof. By induction on the typing derivation Ω | Γ ⊢ 𝑀 : 𝐴 @𝐸. Most cases are covered in

the proof for subject reduction of Met in Tang et al. [37]. We show some important cases, among

which the most non-trivial one is for our modality-parameterised handlers.

Case T-Do. The only way to reduce is by E-Lift. Follow from IH and reapplying T-Do.

Case

T-LocalEffect

Ω | Γ, ℓ : 𝐴 ↠ 𝐵 ⊢ 𝑀 : 𝐴′
@𝐸 (1)

Ω | Γ ⊢ local ℓ : 𝐴 ↠ 𝐵 in 𝑀 : 𝐴′
@𝐸

The only way to reduce is by E-Gen. By (1) we have

Ω, ℓ ′ : 𝐴 ↠ 𝐵 | Γ ⊢ 𝑀 [ℓ ′/ℓ] : 𝐴′
@𝐸

Note that ℓ cannot appear in 𝐴′
and 𝐸.

Case

T-Handle

𝐻 = {return 𝑥 ↦→ 𝑁, ℓ 𝑝 𝑟 ↦→ 𝑁 ′} Σ, Γ ∋ ℓ : 𝐴′ ↠ 𝐵′

𝜇 (𝐹 ) = 𝐸 Γ ⊢ 𝜇 ⇒ ⟨⟩ @ 𝐹 Γ ⊢ 𝜇 ⇒ 𝜇 ◦ 𝜇 @ 𝐹 Γ,µ𝜇𝐹 ,µ⟨ℓ ⟩𝐸 ⊢ 𝑀 : 𝐴 @ ℓ, 𝐸 (1)
Γ,µ𝜇𝐹 , 𝑥 : (𝜇 ◦ ⟨ℓ⟩)𝐴 ⊢ 𝑁 : 𝐵 @𝐸 (2)

Γ,µ𝜇𝐹 , 𝑝 : 𝐴′, 𝑟 : 𝜇 (𝐵′ → 𝐵) ⊢ 𝑁 ′
: 𝐵 @𝐸 (3)

Γ ⊢ handle𝜇 𝑀 with 𝐻 : 𝐵 @ 𝐹

By case analysis on the reduction.

Case E-Lift with𝑀 { 𝑀 ′
. By IHs and reapplying T-Handle.

Case E-Ret. We have𝑀 = 𝑈 and

handle 𝑈 with 𝐻 { 𝑁 [(mod𝜇◦⟨ℓ ⟩ 𝑈 )/𝑥] .
By (1) and T-Mod, we have

Γ ⊢ mod𝜇◦⟨ℓ ⟩ 𝑈 : (𝜇 ◦ ⟨ℓ⟩)𝐴 @ 𝐹

By (2), 𝜇 ⇒ ⟨⟩ @ 𝐹 , and Lemma C.12.3, we have

Γ, 𝑥 : (𝜇 ◦ ⟨ℓ⟩)𝐴 ⊢ 𝑁 : 𝐵 @ 𝐹

Then by Lemma C.15.3 we have

Γ ⊢ 𝑁 [(mod𝜇◦⟨ℓ ⟩ 𝑈 )/𝑥] : 𝐵 @ 𝐹

Case E-Op. We have𝑀 = E[do ℓ 𝑈 ] and
handle

𝜇 𝑀 with 𝐻 { 𝑁 ′ [𝑈 /𝑝, (mod𝜇 (𝜆𝑦.handle𝜇 E[𝑦] with 𝐻 ))/𝑟 ]
By (3), 𝜇 ⇒ ⟨⟩ @ 𝐹 , and Lemma C.12.3, we have

Γ, 𝑝 : 𝐴′, 𝑟 : 𝜇 (𝐵′ → 𝐵) ⊢ 𝑁 ′
: 𝐵 @ 𝐹 (4)

By inversion on do ℓ 𝑈 , we have

Γ,µ𝜇𝐹 ,µ⟨ℓ ⟩𝐸 ⊢ 𝑈 : 𝐴′
@ ℓ, 𝐸

By 𝐴′
: Abs and Lemma C.13, we have

Γ ⊢ 𝑈 : 𝐴′
@ 𝐹 (5).

By (1), 𝜇 ⇒ 𝜇 ◦ 𝜇 @ 𝐹 , and Lemma C.12.3, supposing 𝜇 (𝐸) = 𝐸′, we have
Γ,µ𝜇𝐹 ,µ𝜇𝐸 ,µ⟨ℓ ⟩𝐸′ ⊢ 𝑀 : 𝐴 @ ℓ, 𝐸′ (6)
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Observe that𝐵′ : Abs allows𝑦 to be accessed in any context. By (6) and a straightforward
induction on E we have

Γ,µ𝜇𝐹 , 𝑦 : 𝐵′,µ𝜇𝐸 ,µ⟨ℓ ⟩𝐸′ ⊢ E[𝑦] : 𝐴 @ ℓ, 𝐸′

Then by T-Handle we have

Γ,µ𝜇𝐹 , 𝑦 : 𝐵′ ⊢ handle𝜇 E[𝑦] with 𝐻 : 𝐴 @𝐸

Note that we need to use 𝜇 ⇒ 𝜇 ◦ 𝜇 @ 𝐹 and Lemma C.12.3 to duplicate the lock µ𝜇𝐹
in (2) and (3) for the handler 𝐻 . Then by T-Abs and T-Mod we have

Γ ⊢ mod𝜇 (𝜆𝑦𝐵′
.handle𝜇 E[𝑦] with 𝐻 ) : 𝜇 (𝐵′ → 𝐴) @ 𝐹 (7)

By (4), (5), (7), and Lemma C.15.3 we have

Γ ⊢ 𝑁 ′ [𝑈 /𝑝, (mod𝜇 (𝜆𝑦𝐵
′
.handle𝜇 E[𝑦] with 𝐻 ))/𝑟 ] : 𝐵 @ 𝐹

□

D Source Calculi and Encodings

In this section, we provide the typing rules and operational semantics of System F
𝜖
and System C

that are omitted in Sections 4.1 and 5.1. We also provide the translations of runtime constructs used

in their operational semantics. Furthermore, we provide the specification of System Ξ [7] and its

encoding in Met(S), and the specification of System F
𝜖+sn

[40] and its encoding in Met(Rscp).

D.1 Typing Rules and Operational Semantics of System F
𝜖

Figure 11 gives the full typing rules of System F
𝜖
. Figure 12 gives the operational semantics of

System F
𝜖
including the definitions of runtime constructs and evaluation contexts. As we have

mentioned in Section 4.1, they are pretty standard.

Typing rules for runtime constructs are as follows.

T-Handle

Σ ∋ ℓ : 𝐴′ ↠ 𝐵′

Γ ⊢ 𝑀 : 𝐴 | ℓ, 𝐸 Γ, 𝑝 : 𝐴′, 𝑟 : 𝐵′ →𝐸 𝐴 ⊢ 𝑁 : 𝐴 | 𝐸
Γ ⊢ handle 𝑀 with {ℓ 𝑝 𝑟 ↦→ 𝑁 } : 𝐴 | 𝐸

Translations of runtime constructs are as follows. They are used in the proof of semantics

preservation in Appendix E.1.

J−K : Computation → Term

Jhandle 𝑀 with 𝐻 : 𝐴 | 𝐸K = handle
[J𝐸K] J𝑀K with J𝐻K

Translations of evaluation contexts are analogous to the translations of their corresponding terms.

D.2 Operational Semantics of System C

Figure 13 defines the operational semantics and syntax of runtime constructs for System C. Re-

duction in System C is defined not only on terms but also blocks since we have unbox 𝑉 which

can reduce. Since System C uses block variables 𝑓 as both term-level and type-level variables, we

need to substitute them separately. We follow Brachthäuser et al. [6] to overload the notion of

substitution. We write 𝐶/𝑓 for substituting in types and 𝑃/𝑓 for substituting in terms.
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Γ ⊢ 𝑉 : 𝐴

T-Unit

Γ ⊢ () : 1

T-Var

Γ ∋ 𝑥 : 𝐴

Γ ⊢ 𝑥 : 𝐴

T-Abs

Γ, 𝑥 : 𝐴 ⊢ 𝑀 : 𝐵 | 𝐸
Γ ⊢ 𝜆𝐸𝑥𝐴 .𝑀 : 𝐴 →𝐸 𝐵

T-TAbs

Γ, 𝛼 : 𝐾 ⊢ 𝑉 : 𝐴

Γ ⊢ Λ𝛼𝐾 .𝑉 : 𝐴

T-Handler

Σ ∋ ℓ : 𝐴′ ↠ 𝐵′ Γ, 𝑝 : 𝐴′, 𝑟 : 𝐵′ →𝐸 𝐴 ⊢ 𝑁 : 𝐴 | 𝐸
Γ ⊢ handler {ℓ 𝑝 𝑟 ↦→ 𝑁 } : (1 →ℓ,𝐸 𝐴) →𝐸 𝐴

Γ ⊢ 𝑀 : 𝐴 | 𝐸

T-Value

Γ ⊢ 𝑉 : 𝐴

Γ ⊢ return 𝑉 : 𝐴 | 𝐸

T-Let

Γ ⊢ 𝑀 : 𝐴 | 𝐸 Γ, 𝑥 : 𝐴 ⊢ 𝑁 : 𝐵 | 𝐸
Γ ⊢ let 𝑥 = 𝑀 in 𝑁 : 𝐵 | 𝐸

T-App

Γ ⊢ 𝑉 : 𝐴 →𝐸 𝐵 Γ ⊢𝑊 : 𝐴

Γ ⊢ 𝑉 𝑊 : 𝐵 | 𝐸

T-TApp

Γ ⊢ 𝑉 : ∀𝛼𝐾 .𝐵 Γ ⊢ 𝐴 : 𝐾

Γ ⊢ 𝑉 𝐴 : 𝐵 [𝐴/𝛼] | 𝐸

T-Do

Σ ∋ ℓ : 𝐴 ↠ 𝐵 Γ ⊢ 𝑉 : 𝐴

Γ ⊢ do ℓ 𝑉 : 𝐵 | ℓ, 𝐸

Fig. 11. Typing rules of System F
𝜖
.

Computations 𝑀 ::= · · · | handle 𝑀 with 𝐻

Evaluation Contexts E ::= [ ] | let 𝑥 = E in 𝑁 | handle E with 𝐻

E-TApp (Λ𝛼𝐾 .𝑉 )𝑇 { 𝑉 [𝑇 /𝛼]
E-App (𝜆𝑥𝐴 .𝑀)𝑉 { 𝑀 [𝑉 /𝑥]
E-Handler handler 𝐻 𝑉 { handle 𝑉 () with 𝐻,

E-Ret handle (return 𝑉 ) with 𝐻 { return 𝑉

E-Op handle E[do ℓ 𝑉 ] with 𝐻 { 𝑁 [𝑉 /𝑝, (𝜆𝑦.handle E[return 𝑦] with 𝐻 )/𝑟 ],
where ℓ ∉ bl(E) and 𝐻 ∋ (ℓ 𝑝 𝑟 ↦→ 𝑁 )

E-Lift E[𝑀] { E[𝑁 ], if𝑀 { 𝑁

Fig. 12. Operational semantics of System F
𝜖
.

Typing rules for runtime constructs are as follows.

T-Cap

Ω ∋ ℓ : 𝐴 ⇒ 𝐵

Ω | Γ ⊢ capℓ : 𝐴 ⇒ 𝐵 | {ℓ}

T-Handle

Ω ∋ ℓ : 𝐴′ ⇒ 𝐵′ Γ ⊢ 𝑀 : 𝐴 | 𝐶 ∪ {ℓ}
Γ, 𝑝 : 𝐴′, 𝑟 :𝐶 (𝐵′) ⇒ 𝐴 ⊢ 𝑁 : 𝐴 | 𝐶

Ω | Γ ⊢ tryℓ 𝑀 with {𝑝 𝑟 ↦→ 𝑁 } : 𝐴 | 𝐶
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Runtime Labels ℓ

Runtime Contexts Ω ::= · | Ω, ℓ : 𝐴 ⇒ 𝐵

Capability Sets 𝐶 ::= · | {ℓ} | {𝑓 } | 𝐶 ∪𝐶′

Blocks 𝑃,𝑄 ::= · · · | capℓ
Computations 𝑀 ::= · · · | tryℓ 𝑀 with 𝐻

Evaluation Contexts E ::= [ ] | let 𝑥 = E in 𝑁 | def 𝑓 = E in 𝑁 | tryℓ E with 𝐻

E-Box unbox (box 𝑃) { 𝑃

E-Let let 𝑥 = return 𝑉 in 𝑁 { 𝑁 [𝑉 /𝑥]
E-Def def 𝑓 = 𝑃 in 𝑁 { 𝑁 [𝑃/𝑓 ]
E-Call {(𝑥 : 𝐴, 𝑓 : 𝑇 ) ⇒ 𝑀}(𝑉 ,𝑄) { 𝑀 [𝑉 /𝑥,𝑄/𝑓 ,𝐶/𝑓 ] where · ⊢ 𝑄 : 𝑇 | 𝐶
E-Gen try {𝑓 𝐴⇒𝐵 ⇒ 𝑀} with 𝐻 | Ω { tryℓ 𝑀 [capℓ/𝑓 , {ℓ}/𝑓 ] with 𝐻 | Ω, ℓ : 𝐴 ⇒ 𝐵

where ℓ fresh

E-Ret tryℓ (return 𝑉 ) with 𝐻 { return 𝑉

E-Op tryℓ E[capℓ (𝑉 )] with 𝐻 { 𝑁 [𝑉 /𝑝, {(𝑦) ⇒ tryℓ E[return 𝑦] with 𝐻 }/𝑟 ],
where ℓ ∉ bl(E) and 𝐻 = {𝑝 𝑟 ↦→ 𝑁 }

E-Lift E[𝑀] { E[𝑁 ], if𝑀 { 𝑁

Fig. 13. Operational semantics and runtime constructs for System C.

Translations of runtime syntax are as follows. They are used for semantics preservation.

J−K : Runtime Context → Runtime Context

J·K = ·
JΩ, ℓ : 𝐴 ⇒ 𝐵K = JΩK, ℓ : J𝐴K ↠ J𝐵K

J−K : Term → Term

JcapℓK = mod⟨⟩ (𝜆𝑥J𝐴K .do ℓ 𝑥) where Ω ∋ ℓ : 𝐴 ⇒ 𝐵

Jtryℓ 𝑀 with 𝐻 : 𝐴 | 𝐶K = handle
[J𝐶K] J𝑀K with J𝐻 ℓ,𝐶K

J{𝑝 𝑟 ↦→ 𝑁 }ℓ,𝐶K = {return 𝑥 ↦→ let mod[ℓ,J𝐶K] 𝑥
′ = 𝑥 in 𝑥 ′,

ℓ 𝑝 𝑟 ↦→ let mod[J𝐶K] 𝑟 = 𝑟 in J𝑁 K}

Translations of evaluation contexts are analogous to the translations of their corresponding terms.

D.3 System Ξ and its Encoding in Met(S)
System Ξ [7] is a fragment of System C without boxing and unboxing. As a result, capabilities

never appear in types. System Ξ actually does not even track capabilities in the typing judgements.

There is no danger of capability leakage since capabilities are second-class. Figure 14 gives the

syntax and typing rules of System Ξ.
The operational semantics of System Ξ is almost identical to that of System C except for

removing the E-Box rule and substitutions of capability sets 𝐶/𝑓 .
Figure 15 gives the encoding of System Ξ into Met(S). This encoding is straightforward and

does not even use any modalities. We mostly just translate the syntax of second-class blocks in

System Ξ to first-class functions in Met(S). For named handlers we introduce local labels. We use

the syntactic sugar in Section 3.5 for handle with no modality annotation.



1961

1962

1963

1964

1965

1966

1967

1968

1969

1970

1971

1972

1973

1974

1975

1976

1977

1978

1979

1980

1981

1982

1983

1984

1985

1986

1987

1988

1989

1990

1991

1992

1993

1994

1995

1996

1997

1998

1999

2000

2001

2002

2003

2004

2005

2006

2007

2008

2009

Rows and Capabilities as Modal Effects 41

Value Types 𝐴, 𝐵 ::= 1

Block Types 𝑇 ::= (𝐴,𝑇 ) ⇒ 𝐵

Contexts Γ ::= · | Γ, 𝑥 : 𝐴 | Γ, 𝑓 : 𝑇

Values 𝑉 ,𝑊 ::= 𝑥 | ()
Blocks 𝑃,𝑄 ::= 𝑓 | {(𝑥 : 𝐴, 𝑓 : 𝑇 ) ⇒ 𝑀}

Computations 𝑀, 𝑁 ::= return 𝑉 | let 𝑥 = 𝑀 in 𝑁

| def 𝑓 = 𝑃 in 𝑁 | 𝑃 (𝑉 ,𝑄)
| try {𝑓 𝐴⇒𝐵 ⇒ 𝑀} with 𝐻

Handlers 𝐻 ::= {𝑝 𝑟 ↦→ 𝑁 }

Γ ⊢ 𝑉 : 𝐴 Γ ⊢ 𝑃 : 𝑇 Γ ⊢ 𝑀 : 𝐴

T-Unit

Γ ⊢ () : 1

T-Var

Γ ∋ 𝑥 : 𝐴

Γ ⊢ 𝑥 : 𝐴

T-BlockVar

Γ ∋ 𝑓 : 𝑇

Γ ⊢ 𝑓 : 𝑇

T-Block

Γ, 𝑥 : 𝐴, 𝑓 : 𝑇 ⊢ 𝑀 : 𝐵

Γ ⊢ {(𝑥 : 𝐴, 𝑓 : 𝑇 ) ⇒ 𝑀} : (𝐴,𝑇 ) ⇒ 𝐵

T-Value

Γ ⊢ 𝑉 : 𝐴

Γ ⊢ return 𝑉 : 𝐴

T-Let

Γ ⊢ 𝑀 : 𝐴 Γ, 𝑥 : 𝐴 ⊢ 𝑁 : 𝐵

Γ ⊢ let 𝑥 = 𝑀 in 𝑁 : 𝐵

T-Def

Γ ⊢ 𝑃 : 𝑇 Γ, 𝑓 : 𝑇 ⊢ 𝑁 : 𝐵

Γ ⊢ def 𝑓 = 𝑃 in 𝑁 : 𝐵

T-Call

Γ ⊢ 𝑃 : (𝐴𝑖 ,𝑇 𝑗 ) ⇒ 𝐵

Γ ⊢ 𝑉𝑖 : 𝐴𝑖 Γ ⊢ 𝑄 𝑗 : 𝑇𝑗
Γ ⊢ 𝑃 (𝑉 𝑖 , 𝑄 𝑗 ) : 𝐵

T-Handle

Γ, 𝑓 : 𝐴′ ⇒ 𝐵′ ⊢ 𝑀 : 𝐴 Γ, 𝑝 : 𝐴′, 𝑟 : 𝐵′ ⇒ 𝐴 ⊢ 𝑁 : 𝐴

Γ ⊢ try {𝑓 𝐴
′⇒𝐵′

⇒ 𝑀} with {𝑝 𝑟 ↦→ 𝑁 } : 𝐴

Fig. 14. Syntax and typing rules for System Ξ.

J−K : Type → Type

J1K = 1

J(𝐴,𝑇 ) ⇒ 𝐵K = J𝐴K → J𝑇 K → J𝐵K

J−K : Context → Context

J·K = ·
JΓ, 𝑥 : 𝐴K = JΓK, 𝑥 : J𝐴K
JΓ, 𝑓 : 𝑇 K = JΓK, 𝑓 : J𝑇 K

J−K : Value → Term

J𝑥K = 𝑥

J()K = ()

J−K : Block → Term

J𝑓 K = 𝑓

J{(𝑥 : 𝐴, 𝑓 : 𝑇 ) ⇒ 𝑀}K = 𝜆𝑥J𝐴K 𝑓 J𝑇 K .J𝑀K

J−K : Computation → Term

Jreturn 𝑉 K = J𝑉 K
Jlet 𝑥 = 𝑀 in 𝑁 K = let 𝑥 = J𝑀K in J𝑁 K
Jdef 𝑓 = 𝑃 in 𝑁 K = let 𝑓 = J𝑃K in J𝑁 K

J𝑃 (𝑉 ,𝑄)K = J𝑃K J𝑉 K J𝑄K
Jtry {𝑓 𝐴⇒𝐵 ⇒ 𝑀} with 𝐻K = local ℓ𝑓 : J𝐴K → J𝐵K in

handle (𝜆𝑓 .J𝑀K) (𝜆𝑥J𝐴K .do ℓ𝑓 𝑥) with J𝐻 𝑓 K
J{𝑝 𝑟 ↦→ 𝑁 }𝑓 K = {return 𝑥 ↦→ let mod⟨ℓ𝑓 ⟩ 𝑥

′ = 𝑥 in 𝑥 ′, ℓ𝑓 𝑝 𝑟 ↦→ J𝑁 K}

Fig. 15. An encoding of System Ξ in Met(S).

We translate runtime constructs used in the operational semantics as follows.

JcapℓK = 𝜆𝑥J𝐴K .do ℓ 𝑥 where Ω ∋ ℓ : 𝐴 ⇒ 𝐵

Jtryℓ 𝑀 with 𝐻K = handle J𝑀K with J𝐻 ℓK
J{𝑝 𝑟 ↦→ 𝑁 }ℓK = {return 𝑥 ↦→ let mod⟨ℓ ⟩ 𝑥

′ = 𝑥 in 𝑥 ′, ℓ 𝑝 𝑟 ↦→ J𝑁 K}
We have the following theorems which we prove in Appendix E.3.
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Theorem D.1 (Type Preservation). If Γ ⊢ 𝑀 : 𝐴 in System Ξ, then JΓK ⊢ J𝑀K : J𝐴K @ · in
Met(S). Similarly for values and blocks.

Theorem D.2 (Semantics Preservation). If𝑀 is well-typed and𝑀 | Ω { 𝑁 | Ω′ in System Ξ,
then J𝑀K | JΩK {∗ J𝑁 K | JΩ′K in Met(S).

D.4 System F
𝜖+sn

and its Encoding in Met(S)
Figure 16 gives the syntax of System F

𝜖+sn
. Our presentation of System F

𝜖+sn
is fine-grain call-by-

value. We highlight new parts compared to System F
𝜖
. Each effect label ℓ is annotated with a scope

variable 𝑎. As before, we omit kinds when obvious from alphabets.

Value Types 𝐴, 𝐵 ::= 1 | 𝛼 | 𝐴 →𝐸 𝐵 | ∀𝛼𝐾 .𝐴 | ev ℓ𝑎
Kind 𝐾 ::= Value | Effect | Scope(ℓ)
Effect Rows 𝐸 ::= · | 𝜀 | ℓ𝑎 , 𝐸
Contexts Γ ::= · | Γ, 𝑥 : 𝐴 | Γ, 𝛼 : 𝐾

Values 𝑉 ,𝑊 ::= () | 𝑥 | 𝜆𝐸𝑥𝐴 .𝑀 | Λ𝛼𝐾 .𝑉 | nhandler 𝐻
Computations 𝑀, 𝑁 ::= return 𝑉 | 𝑉 𝑊 | 𝑉 𝐴 | let 𝑥 = 𝑀 in 𝑁 | do 𝑉 𝑊
Handlers 𝐻 ::= {ℓ 𝑝 𝑟 ↦→ 𝑀}
Label Contexts Σ ::= · | Σ, ℓ : 𝐴 ↠ 𝐵

Fig. 16. Syntax of System F
𝜖+sn

.

Different from Xie et al. [40], the kind Scope(ℓ) of scope variables is annotated with an effect

label ℓ . For 𝑎 : Scope(ℓ), each appearance of 𝑎 in effect rows must be associated with this label ℓ as

ℓ𝑎 . This annotation is important to rule out well-typed but meaningless terms in System F
𝜖+sn

. Not

every well-typed term in System F
𝜖+sn

is meaningful in the sense that we can find an appropriate

evaluation context to fully apply its abstractions and handle its effects. For example, a function

of type ∀𝑎.ev ℓ1𝑎 × ev ℓ2
𝑎 →ℓ𝑎

1
,ℓ𝑎
2 1 cannot be applied and handled when ℓ1 ≠ ℓ2, because named

handlers cannot provide two evidences values of types ev ℓ1
𝑎
and ev ℓ2

𝑎
with the same scope variable

𝑎 but different operations ℓ1 and ℓ2. (This type becomes meaningful with umbrella effects in Xie

et al. [40].) Each handler introduces its own scope variable 𝑎 with some fixed operation label ℓ .

Annotating the kind Scope with an operation label ℓ solves the problem of attaching the same

scope variable 𝑎 to different operation labels.

Figure 17 gives the typing rules. Rule T-NamedHandler introduces a named handler as a

function, whose argument takes a handler name of the evidence type ev ℓ𝑎 . An evidence type

specifies an effect ℓ and a scope variable 𝑎. The usage of rank-2 polymorphism guarantees that the

handler name of type ev ℓ𝑎 cannot escape the scope of the handler. Rule T-DoName invokes an

operation via a handler name𝑀 of the evidence type ev ℓ𝑎 .

Figure 18 gives the operational semantics of System F
𝜖+sn

including definitions of runtime

constructs and evaluation contexts. Similar to the operational semantics of Met(X) and System C,

reduction rules in System F
𝜖+sn

are also of form 𝑀 | Ω { 𝑁 | Ω′
. The most interesting rule is

E-Gen which reduces a handler application to a runtime handle construct and passes a runtime

evidence value evℎ to the argument. This rule generates a fresh marker ℎ and a fresh scope variable

𝑎. The runtime context Ω associates dynamically generated markers ℎ to their operation label ℓ

and dynamically generated scope variable 𝑎.

Different from Xie et al. [40], our E-Op rule for System F
𝜖+sn

has the condition ℎ ∉ BH(E)
which makes sure there is no other handler in E with the marker ℎ. This condition is necessary to

guarantee that the current handler is the nearest one for the marker ℎ, because even for named
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Γ ⊢ 𝑉 : 𝐴

T-Unit

Γ ⊢ () : 1

T-Var

Γ ∋ 𝑥 : 𝐴

Γ ⊢ 𝑥 : 𝐴

T-Abs

Γ, 𝑥 : 𝐴 ⊢ 𝑀 : 𝐵 | 𝐸
Γ ⊢ 𝜆𝐸𝑥𝐴 .𝑀 : 𝐴 →𝐸 𝐵

T-TAbs

Γ, 𝛼 : 𝐾 ⊢ 𝑉 : 𝐴

Γ ⊢ Λ𝛼𝐾 .𝑉 : 𝐴

T-NamedHandler

Σ ∋ ℓ : 𝐴′ ↠ 𝐵′ Γ, 𝑝 : 𝐴′, 𝑟 : 𝐵′ →𝐸 𝐴 ⊢ 𝑁 : 𝐴 | 𝐸
Γ ⊢ nhandler {ℓ 𝑝 𝑟 ↦→ 𝑁 } : (∀𝑎Scope(ℓ ) .ev ℓ𝑎 →ℓ𝑎,𝐸 𝐴) →𝐸 𝐴

Γ ⊢ 𝑀 : 𝐴 | 𝐸

T-Value

Γ ⊢ 𝑉 : 𝐴

Γ ⊢ return 𝑉 : 𝐴 | 𝐸

T-App

Γ ⊢ 𝑉 : 𝐴 →𝐸 𝐵 Γ ⊢𝑊 : 𝐴

Γ ⊢ 𝑉 𝑊 : 𝐵 | 𝐸

T-TApp

Γ ⊢ 𝑉 : ∀𝛼𝐾 .𝐵 Γ ⊢ 𝐴 : 𝐾

Γ ⊢ 𝑉 𝐴 : 𝐵 [𝐴/𝛼] | 𝐸

T-Let

Γ ⊢ 𝑀 : 𝐴 | 𝐸 Γ, 𝑥 : 𝐴 ⊢ 𝑁 : 𝐵 | 𝐸
Γ ⊢ let 𝑥 = 𝑀 in 𝑁 : 𝐵 | 𝐸

T-DoName

Σ ∋ ℓ : 𝐴 ↠ 𝐵 Γ ⊢ 𝑉 : ev ℓ𝑎 Γ ⊢𝑊 : 𝐴

Γ ⊢ do 𝑉 𝑊 : 𝐵 | ℓ𝑎, 𝐸

Fig. 17. Typing rules for System F
𝜖+sn

.

handlers it is still possible to duplicate the same handler during the runtime as observed by Biernacki

et al. [4].

Runtime Markers ℎ

Runtime Contexts Ω ::= · | Ω, ℎ : ℓ𝑎

Computations 𝑀 ::= · · · | handleℎ 𝑀 with 𝐻

Values 𝑉 ::= · · · | evℎ
Evaluation Contexts E ::= [ ] | let 𝑥 = E in 𝑁 | handleℎ E with 𝐻

E-TApp (Λ𝛼𝐾 .𝑉 )𝐴{ 𝑉 [𝐴/𝛼]
E-App (𝜆𝑥𝐴 .𝑀)𝑉 { 𝑀 [𝑉 /𝑥]
E-Gen nhandler 𝐻 𝑉 | Ω { handleℎ (let 𝑥 = 𝑉 𝑎 in 𝑥 evℎ) with 𝐻 | Ω, ℎ : ℓ𝑎

where 𝑎, ℎ fresh and 𝐻 ∋ (ℓ 𝑝 𝑟 ↦→ 𝑁 )
E-NRet handleℎ (return 𝑉 ) with 𝐻 { return 𝑉

E-NOp handleℎ E[do evℎ 𝑉 ] with 𝐻 { 𝑁 [𝑉 /𝑝, (𝜆𝑦.handleℎ E[return 𝑦] with 𝐻 )/𝑟 ],
where ℓ ∉ BH(E) and 𝐻 ∋ (ℓ 𝑝 𝑟 ↦→ 𝑁 )

E-Lift E[𝑀] { E[𝑁 ], if𝑀 { 𝑁

Fig. 18. Operational semantics for System F
𝜖+sn

.

Typing rules for runtime constructs are as follows.

T-Evidence

Ω ∋ ℎ : ℓ𝑎

Ω | Γ ⊢ evℎ : ev ℓ𝑎

T-HandleName

Ω ∋ ℎ : ℓ𝑎 Σ ∋ ℓ : 𝐴′ ↠ 𝐵′

Γ ⊢ 𝑀 : 𝐴 | ℓ𝑎, 𝐸 Γ, 𝑝 : 𝐴′, 𝑟 : 𝐵′ →𝐸 𝐴 ⊢ 𝑁 : 𝐴 | 𝐸
Ω | Γ ⊢ handleℎ 𝑀 with {ℓ 𝑝 𝑟 ↦→ 𝑁 } : 𝐴 | 𝐸

Figure 19 gives the translation of System F
𝜖+sn

into Met(S). The evidence type ev ℓ𝑎 with

Σ ∋ ℓ : 𝐴 ↠ 𝐵 is translated to a function type [𝑎] (J𝐴K → J𝐵K). Correspondingly, an operation

invocation do 𝑉 𝑊 for 𝑉 : ev ℓ𝑎 is translated similarly to a function application. A named handler
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J−K : Kind → Kind

JValueK = Abs

JEffectK = Effect

JScope(ℓ)K = Effect

J−K : Type → Type

J1K = 1

J𝛼K = 𝛼

J𝐴 →𝐸 𝐵K = [J𝐸K] (J𝐴K → J𝐵K)
J∀𝛼𝐾 .𝐴K = ∀𝛼J𝐾K .J𝐴K

Jev ℓ𝑎K = [𝑎] (J𝐴K → J𝐵K)
where Σ ∋ ℓ : 𝐴 ↠ 𝐵

J−K : Effect Row → Effect Context

J·K = ·
J𝜀K = 𝜀

Jℓ𝑎, 𝐸K = 𝑎, J𝐸K

J−K : Context → Context

J·K = ·
JΓ, 𝑥 : 𝐴K = JΓK, 𝑥 : J𝐴K
JΓ, 𝛼 : 𝐾K = JΓK, 𝛼 : J𝐾K

J−K : Label Context → Label Context

J·K = ·
JΣ, ℓ : 𝐴 ↠ 𝐵K = JΣK, ℓ : J𝐴K ↠ J𝐵K

J−K : Value / Computation → Term

J()K = ()
J𝑥K = 𝑥

JΛ𝛼𝐾 .𝑉 K = Λ𝛼J𝐾K .J𝑉 K
Jreturn 𝑉 K = J𝑉 K

Jlet 𝑥 = 𝑀 in 𝑁 K = let 𝑥 = J𝑀K in J𝑁 K
J𝑉 𝐴K = J𝑉 K J𝐴K

J𝑉𝐴→
𝐸𝐵 𝑊 K = let mod[J𝐸K] 𝑥 = J𝑉 K in 𝑥 J𝑊 K

Jdo 𝑉 ev ℓ𝑎 𝑊 K = let mod[𝑎] 𝑥 = J𝑉 K in 𝑥 J𝑊 K
r
nhandler 𝐻

: (∀𝑎ℓ .ev ℓ𝑎 →ℓ𝑎,𝐸 𝐴) →𝐸 𝐴

z
= mod[J𝐸K] (𝜆𝑓 .local ℓ𝑎 : J𝐴′K ↠ J𝐵′K in

handle
[J𝐸K] (let mod[ℓ𝑎,J𝐸K] 𝑓

′ = 𝑓 ℓ𝑎 in

𝑓 ′ (mod[ℓ𝑎 ] (𝜆𝑥J𝐴′K .do ℓ𝑎 𝑥)))
with J𝐻𝑎,𝐸K)

J𝐻𝑎,𝐸K = {return 𝑥 ↦→ let mod[ℓ𝑎,J𝐸K] 𝑥 = 𝑥 in 𝑥,

ℓ 𝑝 𝑟 ↦→ J𝑁 K}

Fig. 19. An encoding of System F
𝜖+sn

inMet(S).

nhandler 𝐻 is translated to a function that takes a function argument 𝑓 and handles it with a

handler inMet(S). We pass the termmod[𝑎] (𝜆𝑥 .do𝑎 𝑥) to the argument 𝑓 to simulate the handler

name of type ev ℓ𝑎 in System F
𝜖+sn

.

The following theorems show that our encoding preserves types and operational semantics.

Theorem D.3 (Type Preservation). If Γ ⊢ 𝑀 : 𝐴 | 𝐸 in System F
𝜖+sn, then JΓK ⊢ J𝑀K : J𝐴K @ J𝐸K

in Met(S). Similarly for typing judgements of values.

Lemma D.4 (Semantics Preservation). If 𝑀 is well-typed and 𝑀 { 𝑁 in System F
𝜖+sn, then

J𝑀K {∗ J𝑁 K in Met(S) where{∗ denotes the transitive closure of{.

Translations of runtime constructs for System F
𝜖+sn

are as follows. Note that for dynamically

generated scope variables 𝑎, we translate to their corresponding dynamically generated labels ℓ𝑎
where Ω ∋ ℎ : ℓ𝑎 . The translations of terms do not use ℎ as the scope variable 𝑎 is also dynamically

generated and is enough to uniquely assign operations to handlers. The translations are used in
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the proof of semantics preservation in Appendix E.4.

J−K : Runtime Context → Runtime Context

J·K = ·
JΩ, ℎ : ℓ𝑎K = JΩK, ℓ𝑎 : J𝐴K ↠ J𝐵K where Σ ∋ ℓ : 𝐴 ↠ 𝐵

J−K : Term → Term

J𝑉 𝑎K = J𝑉 K ℓ𝑎 where Ω ∋ ℎ : ℓ𝑎

JevℎK = mod[ℓ𝑎 ] (𝜆𝑥J𝐴K .do ℓ𝑎 𝑥)
where Ω ∋ ℎ : ℓ𝑎 and Σ ∋ ℓ : 𝐴 ↠ 𝐵

Jhandleℎ 𝑀 with 𝐻 : 𝐴 | 𝐸K = handle
[J𝐸K] J𝑀K with J𝐻K

where Ω ∋ ℎ : ℓ𝑎 and Σ ∋ ℓ : 𝐴 ↠ 𝐵

Translations of evaluation contexts are analogous to the translations of their corresponding terms.

E Proofs of Encodings

We prove the type preservation and semantics preservation theorems in Sections 4.2 and 5.2. We

also prove the type preservation and semantics preservation theorems for some other encodings.

E.1 Proofs of Encoding of System F
𝜖
in Met(Rscp)

Theorem 4.1 (Type Preservation). If Γ ⊢ 𝑀 : 𝐴 | 𝐸 in System F
𝜖 , then JΓK ⊢ J𝑀K : J𝐴K @ J𝐸K

in Met(Rscp). Similarly for typing judgements of values.

Proof. By induction on typing judgements Γ ⊢ 𝑀 : 𝐴 | 𝐸 in System F
𝜖
. Most cases follow

from using IH trivially. We elaborate interesting cases. When referring to the name of a rule, we

sometimes also mention the calculus name to disambiguate. For instance, T-Var-System F
𝜖
refers

to the rule T-Var of System F
𝜖
.

Case () By T-Unit-System F
𝜖
and T-Unit-Met(Rscp).

Case 𝑥 All translated types have kind Abs in Met(Rscp) and thus can always be accessed by

T-Var-Met(Rscp).

Case Λ𝛼𝐾 .𝑉 By IH, T-TAbs-System F
𝜖
and T-TAbs-Met(Rscp).

Case 𝑉 𝐴 By IH, T-TApp-System F
𝜖
and T-TApp-Met(Rscp).

Case 𝜆𝐸𝑥𝐴 .𝑀

T-Abs

Γ, 𝑥 : 𝐴 ⊢ 𝑀 : 𝐵 | 𝐸 (1)
Γ ⊢ 𝜆𝐸𝑥𝐴 .𝑀 : 𝐴 →𝐸 𝐵

By IH on (1), Lemma C.12, Lemma C.14, we have

JΓK,µ[J𝐸K], 𝑥 : J𝐴K ⊢ J𝑀K : J𝐵K @ J𝐸K

By T-Abs-Met(Rscp) and T-Mod-Met(Rscp), we have

JΓK ⊢ mod[J𝐸K] (𝜆𝑥J𝐴K .J𝑀K) : [J𝐸K] (J𝐴K → J𝐵K) @ ·

Case return 𝑉 By Lemma E.1.

Case let 𝑥 = 𝑀 in 𝑁 By IH, syntactic sugar, and T-App-Met(Rscp).
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Case 𝑉 𝑊

T-App

Γ ⊢ 𝑉 : 𝐴 →𝐸 𝐵 (1) Γ ⊢𝑊 : 𝐴 (2)
Γ ⊢ 𝑉 𝑊 : 𝐵 | 𝐸

By IH on (1) and Lemma E.1, we have

JΓK ⊢ J𝑉 K : [J𝐸K] (J𝐴K → J𝐵K) @ J𝐸K

By IH on (2) and Lemma E.1, we have

JΓK ⊢ J𝑊 K : J𝐴K @ J𝐸K

By T-Letmod-Met(Rscp) and T-App-Met(Rscp), we have

JΓK ⊢ let mod[J𝐸K] 𝑥 = J𝑉 K in 𝑥 J𝑊 K : J𝐵K @ J𝐸K

Case do ℓ 𝑉 By IH, Lemma E.1, T-Do-System F
𝜖
and T-Do-Met(Rscp).

Case handler {ℓ 𝑝 𝑟 ↦→ 𝑁 }

T-Handler

Σ ∋ ℓ : 𝐴′ ↠ 𝐵′ Γ, 𝑝 : 𝐴′, 𝑟 : 𝐵′ →𝐸 𝐴 ⊢ 𝑁 : 𝐴 | 𝐸 (1)
Γ ⊢ handler {ℓ 𝑝 𝑟 ↦→ 𝑁 } : (1 →ℓ,𝐸 𝐴) →𝐸 𝐴

By IH on (1), Lemma C.14, and Lemma C.12, we have

JΓK,µ[J𝐸K] · ,µ[J𝐸K]J𝐸K , 𝑝 : J𝐴′K, 𝑟 : [J𝐸K] (J𝐵′K → J𝐴K) ⊢ J𝑁 K : J𝐴K @ J𝐸K (2)

By T-Letmod-Met(Rscp), T-Var-Met(Rscp), and J𝐴K : Abs, we have

JΓK,µ[J𝐸K] · ,µ[J𝐸K]J𝐸K , 𝑥 : [Jℓ, 𝐸K]J𝐴K ⊢ let mod[Jℓ,𝐸K] 𝑥 = 𝑥 in 𝑥 : J𝐴K @ J𝐸K (3)

By T-Var-Met(Rscp), T-Letmod-Met(Rscp), and T-App-Met(Rscp), we have

JΓK,µ[J𝐸K], 𝑓 : [Jℓ, 𝐸K] (1 → J𝐴K),µ[J𝐸K],µ⟨ℓ ⟩ ⊢ let mod[Jℓ,𝐸K] 𝑓
′ = 𝑓 in 𝑓 ′ () : J𝐴K @ Jℓ, 𝐸K (4)

By T-Handle-Met(Rscp), (2), (3), and (4), we have

JΓK,µ[J𝐸K] · , 𝑓 : [Jℓ, 𝐸K] (1 → J𝐴K) ⊢
handle

[J𝐸K] (let mod[Jℓ,𝐸K] 𝑓
′ = 𝑓 in 𝑓 ′ ()) with J𝐻K : J𝐴K @ J𝐸K

Finally our final goal follows from T-Abs-Met(Rscp) and T-Mod-Met(Rscp).

□

The proof relies on the following lemma.

Lemma E.1 (Pure Values). Given a typing judgement Γ ⊢ 𝑉 : 𝐴 in System F
𝜖 , if JΓK ⊢ J𝑉 K : J𝐴K @ ·

then JΓK ⊢ J𝑉 K : J𝐴K @ J𝐸K for any 𝐸.

Proof. By straightforward induction on typing judgements of values in System F
𝜖
. □

Theorem 4.2 (Semantics Preservation). If 𝑀 is well-typed and 𝑀 { 𝑁 in System F
𝜖 , then

J𝑀K {∗ J𝑁 K in Met(Rscp) where{∗ denotes the transitive closure of{.

Proof. By induction on 𝑀 and case analysis on the next reduction rule. Note that values in

System F
𝜖
are translated to value normal forms in Met(Rscp).
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Case E-App We have

J(𝜆𝐸𝑥𝐴 .𝑀) 𝑉 K = let mod[J𝐸K] 𝑥 = mod[J𝐸K] (𝜆𝑥J𝐴K.J𝑀K) in 𝑥 J𝑉 K

Our goal follows from E-Letmod and E-App in Met(Rscp). It is obvious that translation

preserves value substitution.

Case E-TApp By E-TApp in Met(Rscp). It is obvious that translation preserves type substitution.

Case E-Let By syntactic sugar and E-App in Met(Rscp).

Case E-Handler Suppose the effect row of the whole term is 𝐸.

handler 𝐻 𝑉 { handle 𝑉 () with 𝐻

We have

JLHSK = let mod[J𝐸K] 𝑥 = Jhandler 𝐻K in 𝑥 J𝑉 K
Jhandler 𝐻K = mod[J𝐸K] (𝜆𝑓 .handle[J𝐸K] (let mod[Jℓ,𝐸K] 𝑓

′ = 𝑓 in 𝑓 ′ ()) with J𝐻𝐸K)

By E-Letmod and E-App inMet(Rscp), JLHSK reduces to

handle
[J𝐸K] (let mod[Jℓ,𝐸K] 𝑓

′ = J𝑉 K in 𝑓 ′ ()) with J𝐻𝐸K

which is equal to JRHSK of the above reduction step.

Case E-Ret By E-Ret and E-Letmod in Met(Rscp).

Case E-Op Suppose the effect row of the whole term is 𝐸.

handle E[do ℓ 𝑉 ] with 𝐻 { 𝑁 [𝑉 /𝑝, (𝜆𝑦.handle E[return 𝑦] with 𝐻 )/𝑟 ]

where ℓ ∉ bl(E) and 𝐻 ∋ ℓ 𝑝 𝑟 ↦→ 𝑁 . We have

JLHSK = handle
[J𝐸K] JE[do ℓ 𝑉 ]K with J𝐻K

By Lemma E.2, we have

JE[do ℓ 𝑉 ]K = JEK[do ℓ J𝑉 K]

Then by E-Op-Met(Rscp) and translation preserving substitution, JLHSK reduces to

J𝑁 K[J𝑉 K/𝑝, (mod[J𝐸K] (𝜆𝑦.handle[J𝐸K] JE[𝑦]K with J𝐻K))/𝑟 ]

which is equal to J𝑅𝐻𝑆K of the above reduction step.

Case E-Lift By IH and Lemma E.2.

□

The proof of semantics preservation relies on the following lemma.

Lemma E.2 (Translation of Evaluation Contexts). For the translation J−K from System F
𝜖 to

Met(Rscp), we have JE[𝑀]K = JEK[J𝑀K] for any evaluation context E and term𝑀 .

Proof. By straightforward case analysis on evaluation contexts of System F
𝜖
. □
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E.2 Proofs of Encoding System C in Met(S)
Theorem 5.1 (Type Preservation). If Γ ⊢ 𝑀 : 𝐴 | 𝐶 in System C, then JΓK ⊢ J𝑀K : J𝐴K @ J𝐶K in

Met(S). Similarly for typing judgements of values and blocks.

Proof. By induction on typing judgements in System C. As a visual aid, for each non-trivial case

we repeat its typing rule in System C. We replace each premise by theMet(S) judgement of the

translated premise implied by the induction hypothesis. We replace the conclusion by the Met(S)
judgement of the translated conclusion that we need to prove. When referring to the name of a

rule, we sometimes also mention the calculus name to disambiguate. For instance, T-Var-System C

refers to the rule T-Var of System C.

Case () By T-Unit-System C and T-Unit-Met(S).

Case 𝑥 By T-Var-System C and T-Var-Met(S). Variables are always accessible after translation
as translations of value types always have kind Abs.

Case box 𝑃

JΓK ⊢ J𝑃K : J𝑇 K @ J𝐶K (1)
JΓK ⊢ modJ𝐶K J𝑃K : J𝑇 at 𝐶K @ ·

We have J𝑇 at 𝐶K = [J𝐶K]J𝑇 K. By (1) and Lemma C.14, we have

JΓK,µ[J𝐶K] ⊢ J𝑃K : J𝑇 K @ J𝐶K

Our goal follows from T-Mod-Met(S).

Case 𝑓 transparent

Γ ∋ 𝑓 :
𝐶 𝑇

JΓK ⊢ ˆ𝑓 : J𝑇 K @ J𝐶K

Suppose Γ = Γ1, 𝑓 :
𝐶 𝑇, Γ2. We have

JΓ1, 𝑓 :
𝐶 𝑇, Γ2K𝐶 = JΓ1K, 𝑓 : [J𝐶K]J𝑇 K, ˆ𝑓 :[J𝐶K] J𝑇 K, JΓ2K

Our goal follows from T-Var-Met(S) andMT-Abs ([J𝐶K] ⇒ ⟨⟩ @ J𝐶K).

Case 𝑓 tracked

Γ ∋ 𝑓 :
∗ 𝑇

JΓK ⊢ ˆ𝑓 : J𝑇 K @ 𝑓 ∗

Suppose Γ = Γ1, 𝑓 :
∗ 𝑇, Γ2. We have

JΓ1, 𝑓 :
∗ 𝑇, Γ2K = JΓ1K, 𝑓 ∗, 𝑓 : [𝑓 ∗]J𝑇 K, ˆ𝑓 :[ 𝑓 ∗ ] J𝑇 K, JΓ2K

Our goal follows from T-Var-Met(S) andMT-Abs ([𝑓 ∗] ⇒ ⟨⟩ @ 𝑓 ∗).

Case {(𝑥 : 𝐴, 𝑓 : 𝑇 ) ⇒ 𝑀}

JΓ, 𝑥 : 𝐴, 𝑓 :
∗ 𝑇 K ⊢ J𝑀K : J𝐵K @ J𝐶 ∪ {𝑓 }K (1)

JΓK ⊢ Λ𝑓 ∗ .mod⟨𝑓 ∗ ⟩ (𝜆𝑥J𝐴K 𝑓 [ 𝑓 ∗ ]J𝑇 K .let mod[ 𝑓 ∗ ] ˆ𝑓 = 𝑓 in J𝑀K) : J(𝐴, 𝑓 : 𝑇 ) ⇒ 𝐵K @ J𝐶K

By (1), Lemma C.12, and Lemma C.14, we have

JΓK, 𝑥 : J𝐴K, 𝑓 ∗,µ⟨𝑓 ∗ ⟩, 𝑓 : [𝑓 ∗]J𝑇 K, ˆ𝑓 :[ 𝑓 ∗ ] J𝑇 K ⊢ J𝑀K : J𝐵K @ J𝐶K, 𝑓 ∗
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Our goal follows from T-Abs-Met(S), T-Letmod-Met(S), and T-Mod-Met(S).

Case unbox 𝑉

JΓK ⊢ J𝑉 K : J𝑇 at 𝐶K @ · (1)
JΓK ⊢ let mod[J𝐶K] 𝑥 = J𝑉 K in 𝑥 : J𝑇 K @ J𝐶K

We have J𝑇 at 𝐶K = [J𝐶K]J𝑇 K. By (1) and Lemma E.3, we have

JΓK ⊢ J𝑉 K : [J𝐶K]J𝑇 K @ J𝐶K

Our goal follows from T-Letmod-Met(S) and MT-Abs ([J𝐶K] ⇒ ⟨⟩ @ J𝐶K).

Case let 𝑥 = 𝑀 in 𝑁 By IH, Lemma E.3, T-Let-System C, and T-Let-Met(S).

Case def 𝑓 = 𝑃 in 𝑀

JΓK ⊢ J𝑃K : J𝑇 K @ J𝐶′K (1) JΓ, 𝑓 :
𝐶′
𝑇 K ⊢ J𝑀K : J𝐴K @ J𝐶K

JΓK ⊢ let 𝑓 = mod[J𝐶′K] J𝑃K in let mod[J𝐶′K] ˆ𝑓 = 𝑓 in J𝑀K : J𝐴K @ J𝐶K

By (1) and Lemma C.14, we have

JΓK,µ[J𝐶′K] ⊢ J𝑃K : J𝑇 K @ J𝐶′K

Our goal follows from T-Mod-Met(S), T-Let-Met(S), and T-Letmod-Met(S).

Case 𝑃 (𝑉𝑖 , 𝑄 𝑗 )

JΓK ⊢ J𝑉𝑖K : J𝐴𝑖K @ · (1) JΓK ⊢ J𝑄 𝑗 K : J𝑇𝑗 K @ J𝐶 𝑗 K (2)
JΓK ⊢ J𝑃K : J(𝐴𝑖 , 𝑓𝑗 : 𝑇𝑗 ) ⇒ 𝐵K @ J𝐶K 𝐶′ ≔ 𝐶 ∪𝐶 𝑗

JΓK ⊢ let mod⟨J𝐶 𝑗 K⟩ 𝑥 = J𝑃K J𝐶 𝑗 K in 𝑥 J𝑉𝑖K (mod[J𝐶 𝑗 K] J𝑄 𝑗 K) : J𝐵K[J𝐶 𝑗 K/𝑓 ∗𝑗 ] @ J𝐶′K

We have J(𝐴𝑖 , 𝑓𝑗 : 𝑇𝑗 ) ⇒ 𝐵K = ∀𝑓 ∗
𝑗
.⟨𝑓 ∗

𝑗
⟩(J𝐴𝑖K → [𝑓 ∗

𝑗
]J𝑇𝑗 K → J𝐵K). By (1) and Lemma E.3 we have

JΓK ⊢ J𝑉𝑖K : J𝐴𝑖K @𝐶′ (3)

By (2) and Lemma C.14, we have

JΓK,µ[J𝐶 𝑗 K] ⊢ J𝑄 𝑗 K : J𝑇𝑗 K @ J𝐶 𝑗 K

Then by T-Mod-Met(S) we have

JΓK ⊢ mod[J𝐶 𝑗 K] J𝑄 𝑗 K : [J𝐶 𝑗 K]J𝑇𝑗 K @ J𝐶′K (4)

Also note that translation preserves type substitution of capability variables, which gives

J𝐵K[J𝐶 𝑗 K/𝑓 ∗𝑗 ] = J𝐵 [𝐶 𝑗/𝑓𝑗 ]K (5).

Finally our goal follows from (3), (4), (5), T-Letmod-Met(S), T-App-Met(S), and T-TApp-Met(S).
Case return 𝑉 By IH.

Case subtyping of blocks and computations By IH and Lemma E.3.
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Case try {𝑓 𝐴′⇒𝐵′ ⇒ 𝑀} with {𝑝 𝑟 ↦→ 𝑁 }

JΓ, 𝑓 :
∗ (𝐴′) ⇒ 𝐵′K ⊢ J𝑀K : J𝐴K @ J𝐶 ∪ {𝑓 }K (1)

JΓ, 𝑝 : 𝐴′, 𝑟 :𝐶 (𝐵′) ⇒ 𝐴K𝐶 ⊢ J𝑁 K : J𝐴K @ J𝐶K (2)
JΓK𝐶 ⊢ local ℓ𝑓 : J𝐴′K ↠ J𝐵′K in let mod⟨ℓ𝑓 ⟩ 𝑔 = 𝑀1 in

handle
[J𝐶K] 𝑔 𝑀2 with {return 𝑥 ↦→ 𝑁1, ℓ𝑓 𝑝 𝑟 ↦→ 𝑁2}

: J𝐴K @ J𝐶K

where

𝑀1 = (Λ𝑓 ∗ .mod⟨𝑓 ∗ ⟩ (𝜆𝑓 [ 𝑓
∗ ] ⟨⟩ (J𝐴′K→J𝐵′K) .let mod[ 𝑓 ∗ ] ˆ𝑓 = 𝑓 in J𝑀K)) ℓ𝑓

𝑀2 = mod[ℓ𝑓 ] (mod⟨⟩ (𝜆𝑥J𝐴′K .do ℓ𝑓 𝑥))
𝑁1 = let mod[ℓ𝑓 ,J𝐶K] 𝑥

′ = 𝑥 in 𝑥 ′

𝑁2 = let mod[J𝐶K] 𝑟 = 𝑟 in J𝑁 K

For the translations of contexts in (1) and (2), we have

JΓ, 𝑓 :
∗ (𝐴′) ⇒ 𝐵′K = JΓK, 𝑓 ∗, 𝑓 : [𝑓 ∗] (J𝐴′K → J𝐵′K), ˆ𝑓 :[ 𝑓 ∗ ] J𝐴′K → J𝐵′K

JΓ, 𝑝 : 𝐴′, 𝑟 :𝐶 (𝐵′) ⇒ 𝐴K = JΓK, 𝑝 : J𝐴′K, 𝑟 : [J𝐶K] (J𝐵′K → J𝐴K), 𝑟 :[J𝐶K] J𝐵′K → J𝐴K

Then by (1), Lemma C.12, Lemma C.14, and several typing rules in Met(S), we have

JΓK, ℓ𝑓 : J𝐴′K ↠ J𝐵′K ⊢ 𝑀1 : ⟨ℓ𝑓 ⟩([ℓ𝑓 ] (⟨⟩(J𝐴′K → J𝐵′K)) → J𝐴K) | J𝐶K

which gives the binding of 𝑔:

𝑔 :⟨ℓ𝑓 ⟩ [ℓ𝑓 ]⟨⟩(J𝐴′K → J𝐵′K) → J𝐴K

Then we have

JΓK, ℓ𝑓 : J𝐴′K ↠ J𝐵′K ⊢ 𝑔 𝑀2 : J𝐴K @ ℓ𝑓 , J𝐶K

By Lemma C.14, we have

JΓK, ℓ𝑓 : J𝐴′K ↠ J𝐵′K,µ[J𝐶K],µ⟨ℓ𝑓 ⟩ ⊢ 𝑔 𝑀2 : ℓ𝑓 , J𝐶K (3)

By (2), Lemma C.12.6, and T-Letmod-Met(S), we have

JΓK, ℓ𝑓 : J𝐴′K ↠ J𝐵′K, 𝑝 : J𝐴′K, 𝑟 : [J𝐶K] (J𝐵′K → J𝐴K) ⊢ 𝑁2 : J𝐴K @ J𝐶K

Again by Lemma C.14, we have

JΓK, ℓ𝑓 : J𝐴′K ↠ J𝐵′K,µ[J𝐶K], 𝑝 : J𝐴′K, 𝑟 : [J𝐶K] (J𝐵′K → J𝐴K) ⊢ 𝑁2 : J𝐴K @ J𝐶K (4)

For the translated return clause, by T-Letmod-Met(S) and J𝐴K : Abs, we have

JΓK, ℓ𝑓 : J𝐴′K ↠ J𝐵′K,µ[J𝐶K], 𝑥 : [ℓ𝑓 , J𝐶K]J𝐴K ⊢ 𝑁1 : J𝐴K @ J𝐶K (5)

Our goal follows from (3), (4), (5), T-Handle-Met(S). □

The proof relies on the following lemma.

Lemma E.3 (Subeffecting). Given a typing judgement Γ ⊢ 𝑀 : 𝐴 | 𝐶 in System C, if JΓK ⊢ J𝑀K :
J𝐴K @ J𝐶K and 𝐶 ⊆ 𝐶′ then JΓK ⊢ J𝑀K : J𝐴K @ J𝐶′K. Similarly for blocks.

Proof. By straightforward induction on typing judgements in System C. □

Theorem 5.2 (Semantics Preservation). If𝑀 is well-typed and𝑀 | Ω { 𝑁 | Ω′ in System C,
then J𝑀K | JΩK {∗ J𝑁 K | JΩ′K in Met(S), where{∗ denotes the transitive closure of{.
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Proof. By induction on𝑀 and case analysis on the next reduction rule. Values in System C are

translated to values in Met(S). Not all values in System C are translated to value normal forms in

Met(S), but we can always further reduce them to value normal forms inMet(S). The theorems

allows us to have more steps of reduction in Met(S). We do not explicitly mention that we reduce

translations of values to value normal forms in the following proof.

Case E-Box We have

Junbox (box 𝑃)K = let mod[J𝐶K] 𝑥 = mod[J𝐶K] J𝑃K in 𝑥

By E-Letmod-Met(S).
Case E-Let We have

Jlet 𝑥 = return 𝑉 in 𝑁 K = let 𝑥 = J𝑉 K in J𝑁 K

LHS reduces to 𝑁 [𝑉 /𝑥] and RHS reduces to J𝑁 K[J𝑉 K/𝑥]. It is easy to show that translation

preserves value substitution.

Case E-Def

def 𝑓 = 𝑃 in 𝑁 { 𝑁 [𝑃/𝑓 ]
By translation preserving substitution, we have

JLHSK = let 𝑓 = mod[J𝐶K] J𝑃K in let mod[J𝐶K] ˆ𝑓 = 𝑓 in J𝑁 K

JRHSK = J𝑁 K[J𝑃K/ ˆ𝑓 ]
Our goal follows from E-App-Met(S) and E-Letmod-Met(S).

Case E-Call

{(𝑥 : 𝐴, 𝑓 : 𝑇 ) ⇒ 𝑀}(𝑉 ,𝑄) { 𝑀 [𝑉 /𝑥,𝑄/𝑓 ,𝐶/𝑓 ]
Let 𝑃 = {(𝑥 : 𝐴, 𝑓 : 𝑇 ) ⇒ 𝑀}, we have

J𝑃K = Λ𝑓 ∗ .mod⟨𝑓 ∗ ⟩ (𝜆𝑥J𝐴K 𝑓 [ 𝑓 ∗ ]J𝑇 K .let mod[ 𝑓 ∗ ] ˆ𝑓 = 𝑓 in J𝑀K)

J𝑃 (𝑉𝑖 , 𝑄 𝑗 )K = let mod⟨J𝐶 𝑗 K⟩ 𝑥 = J𝑃K J𝐶 𝑗 K in 𝑥 J𝑉𝑖K (mod[J𝐶 𝑗 K] J𝑄 𝑗 K)

Our goal follows from E-Letmod, E-App and E-TApp in Met(S), as well as the fact that
translation preserves value substitution and type substitution.

Case E-Gen

try {𝑓 𝐴′⇒𝐵′ ⇒ 𝑀} with 𝐻 | Ω { tryℓ 𝑀 [capℓ/𝑓 , {ℓ}/𝑓 ] with 𝐻 | Ω, ℓ : 𝐴′ ⇒ 𝐵′

where ℓ fresh. We have

Jtry𝑓 𝑀 with 𝐻K = local ℓ𝑓 : J𝐴′K ↠ J𝐵′K in let mod⟨ℓ𝑓 ⟩ 𝑔 =

(Λ𝑓 ∗ .mod⟨𝑓 ∗ ⟩ (𝜆𝑓 [ 𝑓
∗ ] ⟨⟩ (J𝐴′K→J𝐵′K) .let mod[ 𝑓 ∗ ] ˆ𝑓 = 𝑓 in J𝑀K)) ℓ𝑓

in handle
[J𝐶K] (𝑔 (mod[ℓ𝑓 ] (mod⟨⟩ (𝜆𝑥J𝐴′K .do ℓ𝑓 𝑥)))) with J𝐻K

Taking the same ℓ as in the reduction of System C, the translated term reduces to

handle
[J𝐶K] J𝑀K[(mod⟨⟩ (𝜆𝑥J𝐴′K.do ℓ 𝑥))/ ˆ𝑓 , ℓ/𝑓 ∗] with J𝐻K

which is equal to Jtryℓ 𝑀 [capℓ/𝑓 , {ℓ}/𝑓 ] with 𝐻K (recall that the translation of runtime

capability value is JcapℓK = mod⟨⟩ (𝜆𝑥J𝐴′K.do ℓ 𝑥)).

Case E-Ret By E-Ret and E-Letmod in Met(S).
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Case E-Op

tryℓ E[capℓ (𝑉 )] with 𝐻 | Ω { 𝑁 [𝑉 /𝑝, {(𝑦) ⇒ tryℓ E[return 𝑦] with 𝐻 }/𝑟 ] | Ω
where Ω ∋ ℓ : 𝐴′ ⇒ 𝐵′. We have

Jtryℓ E[capℓ (𝑉 )] with 𝐻 : 𝐴 | 𝐶K = handle
[J𝐶K] JE[capℓ (𝑉 )]K with J𝐻 ℓK

By LemmaE.4, we have JE[capℓ (𝑉 )]K = JEK[let mod⟨⟩ 𝑔 = mod⟨⟩ (𝜆𝑥J𝐴′K.do ℓ 𝑥) in 𝑔 J𝑉 K].
We can reduce J𝑉 K to a value normal form in Met(S). Our goal follows from E-Letmod,

E-App, and E-Op in Met(S). Note that the RHS of the above reduction step is translated to

J𝑁 K[J𝑉 K/𝑝, J{(𝑦) ⇒ tryℓ E[return 𝑦] with 𝐻 }K/𝑟 ] .

Case E-Lift By IH and Lemma E.4.

□

The proof of semantics preservation relies on the following lemma.

Lemma E.4 (Translation of Evaluation Contexts). For the translation J−K from System C to
Met(S), we have JE[𝑀]K = JEK[J𝑀K] for any evaluation context E and term𝑀 .

Proof. By straightforward induction on evaluation contexts of System C. For the case of

def 𝑓 = E in 𝑁 , note thatmod𝜇 JEK is a valid evaluation context in Met(S). □

E.3 Proofs of Encoding System Ξ in Met(S)
Theorem D.1 (Type Preservation). If Γ ⊢ 𝑀 : 𝐴 in System Ξ, then JΓK ⊢ J𝑀K : J𝐴K @ · in

Met(S). Similarly for values and blocks.

Proof. By induction on typing judgements in System Ξ. We prove a stronger version which

says that JΓK ⊢ J𝑀K : J𝐴K @𝐸 for any well-scoped 𝐸 inMet(S). We need this stronger version to

prove the case of named handlers. As a visual aid, for each non-trivial case we repeat its typing

rule in System Ξ. We replace each premise by the Met(S) judgement of the translated premise

implied by the induction hypothesis. We replace the conclusion by theMet(S) judgement of the

translated conclusion that we need to prove. When referring to the name of a rule, we sometimes

also mention the calculus name to disambiguate. For instance, T-Var-System Ξ refers to the rule

T-Var of System Ξ.

Case () By T-Unit-System Ξ and T-Unit-Met(S).

Case 𝑥 By T-Var-System Ξ and T-Var-Met(S). Variables are always accessible after translation
as there is no lock in translated contexts at all.

Case 𝑓 By T-BlockVar-System Ξ and T-Var-Met(S). Block variables are always accessible after
translation as there is no lock in translated contexts at all.

Case {(𝑥 : 𝐴, 𝑓 : 𝑇 ) ⇒ 𝑀}

JΓK, 𝑥 : J𝐴K, 𝑓 : J𝑇 K ⊢ J𝑀K : J𝐵K @𝐸

JΓK ⊢ 𝜆𝑥J𝐴K 𝑓 J𝑇 K .J𝑀K : J(𝐴,𝑇 ) ⇒ 𝐵K @𝐸

We have J(𝐴,𝑇 ) ⇒ 𝐵K = J𝐴K → J𝑇 K → J𝐵K. Our goal follows from T-Abs-Met(S).

Case return 𝑉 By IH.

Case let 𝑥 = 𝑀 in 𝑁 By IH, T-Let-System Ξ, and T-Let-Met(S).
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Case def 𝑓 = 𝑃 in 𝑁 By IH, T-Def-System Ξ, and T-Let-Met(S).

Case 𝑃 (𝑉𝑖 , 𝑄 𝑗 )

JΓK ⊢ J𝑃K : J(𝐴𝑖 ,𝑇𝑗 ) ⇒ 𝐵K @𝐸 JΓK ⊢ J𝑉𝑖K : J𝐴𝑖K @𝐸 JΓK ⊢ J𝑄 𝑗 K : J𝑇𝑗 K @𝐸

JΓK ⊢ J𝑃K J𝑉𝑖K J𝑄 𝑗 K : J𝐵K @𝐸

We have J(𝐴𝑖 ,𝑇𝑗 ) ⇒ 𝐵K = J𝐴𝑖K → J𝑇𝑗 K → J𝐵K. Our goal follows from T-App-Met(S).

Case try {𝑓 𝐴′⇒𝐵′ ⇒ 𝑀} with {𝑝 𝑟 ↦→ 𝑁 }

JΓK, 𝑓 : J𝐴′ ⇒ 𝐵′K ⊢ J𝑀K : J𝐴K @𝐸1 (1) for any 𝐸1
JΓK, 𝑝 : J𝐴′K, 𝑟 : J𝐵′ ⇒ 𝐴K ⊢ J𝑁 K : J𝐴K @𝐸 (2)

JΓK ⊢ local ℓ𝑓 : J𝐴′K ↠ J𝐵′K in
handle (𝜆𝑓 .J𝑀K) (𝜆𝑥J𝐴′K .do ℓ𝑓 𝑥) with J𝐻 𝑓 K

: J𝐴K @𝐸

By (1), J𝐴′ ⇒ 𝐵′K = J𝐴′K → J𝐵′K,MT-Extend, and Lemma C.12.3, we have

JΓK, ℓ𝑓 : J𝐴′K ↠ J𝐵′K,µ⟨ℓ𝑓 ⟩, 𝑓 : J𝐴′K → J𝐵′K ⊢ J𝑀K : J𝐴K @ ℓ𝑓 , 𝐸

which further gives

JΓK, ℓ𝑓 : J𝐴′K ↠ J𝐵′K,µ⟨ℓ𝑓 ⟩ ⊢ (𝜆𝑓 .J𝑀K) (𝜆𝑥J𝐴′K .do ℓ𝑓 𝑥) : J𝐴K @ ℓ𝑓 , 𝐸 (3)
Our goal follows from (2), J𝐵′ ⇒ 𝐴K = J𝐵′K → J𝐴K, (3), J𝐴K : Abs, and T-Handle-Met(S).
Recall that our syntactic sugar forhandlewith nomodality annotation defined in Section 3.5

allows us to directly give type J𝐵′K → J𝐴K to the continuation 𝑟 with no modality.

□

Theorem D.2 (Semantics Preservation). If𝑀 is well-typed and𝑀 | Ω { 𝑁 | Ω′ in System Ξ,
then J𝑀K | JΩK {∗ J𝑁 K | JΩ′K in Met(S).

Proof. By induction on 𝑀 and case analysis on the next reduction rule. Note that values in

System Ξ are translated to value normal forms in Met(S).
Case E-Let Let-binding in Met(S) is syntactic sugar of lambda application. By E-App-Met(S).

Case E-Def Similar to the above case.

Case E-Call

{(𝑥 : 𝐴, 𝑓 : 𝑇 ) ⇒ 𝑀}(𝑉 ,𝑄) { 𝑀 [𝑉 /𝑥,𝑄/𝑓 ]
We have

J{(𝑥 : 𝐴, 𝑓 : 𝑇 ) ⇒ 𝑀}(𝑉 ,𝑄)K = (𝜆𝑥J𝐴K 𝑓 J𝑇 K .J𝑀K) J𝑉 K J𝑄K

By multiple usages of E-App-Met(S).
Case E-Gen

try {𝑓 𝐴′⇒𝐵′ ⇒ 𝑀} with 𝐻 | Ω { tryℓ 𝑀 [capℓ/𝑓 ] with 𝐻 | Ω, ℓ : 𝐴′ ⇒ 𝐵′

We have

JLHSK = handle (𝜆𝑓 .J𝑀K) (𝜆𝑥 .do ℓ 𝑥) with J𝐻K
JRHSK = handle J𝑀 [capℓ/𝑓 ]K with J𝐻K
JcapℓK = 𝜆𝑥.do ℓ 𝑥

Our goal follows from T-Gen-Met(S) and the fact that translation preserves substitution.
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Case E-Ret By E-Ret and E-Letmod in Met(S).

Case E-Op

tryℓ E[capℓ (𝑉 )] with 𝐻 | Ω { 𝑁 [𝑉 /𝑝, {(𝑦) ⇒ tryℓ E[return 𝑦] with 𝐻 }/𝑟 ] | Ω
where Ω ∋ ℓ : 𝐴′ ⇒ 𝐵′. We have

JLHSK = handle JE[capℓ (𝑉 )]K with J𝐻 ℓK

By Lemma E.5, we have

JE[capℎ (𝑉 )]K = JEK[Jcapℓ (𝑉 )K] = JEK[(𝜆𝑥 .do ℓ 𝑥) J𝑉 K]
Our goal follows from E-App-Met(S) and E-Op-Met(S)

Case E-Lift Follow from IH and Lemma E.5

□

The proof of semantics preservation relies on the following lemma.

Lemma E.5 (Translation of Evaluation Contexts). For the translation J−K from System Ξ to
Met(S), we have JE[𝑀]K = JEK[J𝑀K] for any evaluation context E and term𝑀 .

Proof. By straightforward induction on evaluation contexts of System Ξ. □

E.4 Proofs of Encoding System F
𝜖+sn

in Met(S)
Theorem D.3 (Type Preservation). If Γ ⊢ 𝑀 : 𝐴 | 𝐸 in System F

𝜖+sn, then JΓK ⊢ J𝑀K : J𝐴K @ J𝐸K
in Met(S). Similarly for typing judgements of values.

Proof. By induction on typing judgements Γ ⊢ 𝑀 : 𝐴 | 𝐸 in System F
𝜖+sn

. Most cases are similar

to those in the proof of encoding System F
𝜖
in Appendix E.1. We elaborate cases relevant to named

handlers. When referring to the name of a rule, we sometimes also mention the calculus name to

disambiguate. For instance, T-Var-System F
𝜖
refers to the rule T-Var of System F

𝜖
.

Case do 𝑉 𝑊

T-DoName

Σ ∋ ℓ : 𝐴 ↠ 𝐵 Γ ⊢ 𝑉 : ev ℓ𝑎 (1) Γ ⊢𝑊 : 𝐴 (2)
Γ ⊢ do 𝑉 𝑊 : 𝐵 | ℓ𝑎, 𝐸

By IH on (1) and (2) and Lemma E.6, we have

JΓK ⊢ J𝑉 K : [𝑎] (J𝐴K → J𝐵K) @ J𝐸K
JΓK ⊢ J𝑊 K : J𝐴K @ J𝐸K

By T-Letmod-Met(S) and T-App-Met(S), we have
JΓK ⊢ let mod[𝑎] 𝑥 = J𝑉 K in 𝑥 J𝑊 K : J𝐵K @ J𝐸K

Case nhandler {ℓ 𝑝 𝑟 ↦→ 𝑁 }

T-NamedHandler

Σ ∋ ℓ : 𝐴′ ↠ 𝐵′ Γ, 𝑝 : 𝐴′, 𝑟 : 𝐵′ →𝐸 𝐴 ⊢ 𝑁 : 𝐴 | 𝐸 (1)
Γ ⊢ nhandler {ℓ 𝑝 𝑟 ↦→ 𝑁 } : (∀𝑎Scope(ℓ ) .ev ℓ𝑎 →ℓ𝑎,𝐸 𝐴) →𝐸 𝐴

By IH on (1) and Lemma C.14, we have

JΓK,µ[J𝐸K] · ,µ[J𝐸K]J𝐸K , 𝑝 : J𝐴′K, 𝑟 : [J𝐸K] (J𝐵′K → J𝐴K) ⊢ J𝑁 K : J𝐴K @ J𝐸K (2)
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By T-Letmod-Met(S), T-Var-Met(S), and J𝐴K : Abs, we have

JΓK,µ[J𝐸K] · ,µ[J𝐸K]J𝐸K , 𝑥 : [ℓ𝑎, J𝐸K]J𝐴K ⊢ let mod[ℓ𝑎,J𝐸K] 𝑥 = 𝑥 in 𝑥 : J𝐴K @ J𝐸K (3)

By T-Var-Met(S), T-Mod-Met(S), and T-App-Met(S), we have

JΓK,µ[J𝐸K], 𝑓
′
:[ℓ𝑎,J𝐸K] [ℓ𝑎] (J𝐴′K ↠ J𝐵′K) → J𝐴K,µ[J𝐸K],µ⟨ℓ𝑎 ⟩ ⊢

𝑓 ′ (mod[ℓ𝑎 ] (𝜆𝑥 .do ℓ𝑎 𝑥)) : J𝐴K @ ℓ𝑎, J𝐸K
(4)

By T-Handle-Met(S), (2), (3), (4), and Lemma C.14, we have

JΓK,µ[J𝐸K], 𝑓 : [𝑎, J𝐸K] ( [𝑎] (J𝐴′K ↠ J𝐵′K) → J𝐴K) ⊢ local ℓ𝑎 : J𝐴′K ↠ J𝐵′K in
handle

[J𝐸K] (let mod[ℓ𝑎,J𝐸K] 𝑓
′ = 𝑓 ℓ𝑎 in 𝑓 ′ (mod[ℓ𝑎 ] (𝜆𝑥 .do ℓ𝑎 𝑥))) with J𝐻K : J𝐴K @ J𝐸K

Finally our final goal follows from T-Abs-Met(S) and T-Mod-Met(S).
□

The proof of type preservation relies on the following lemma.

Lemma E.6 (Pure Values). Given a typing judgement Γ ⊢ 𝑉 : 𝐴 in System F
𝜖+sn, if JΓK· ⊢ J𝑉 K :

J𝐴K @ · then JΓK𝐸 ⊢ J𝑉 K : J𝐴K @ J𝐸K for any 𝐸.

Proof. By straightforward induction on typing judgements of values in System F
𝜖+sn

. The most

non-trivial case is to show the accessibility of variables. Observe that the change from JΓK· to JΓK𝐸
only changes the translations of locks. After translation, all variables in the context have types of

kind Abs. Their accessibility follows from Lemma C.14. □

Lemma D.4 (Semantics Preservation). If 𝑀 is well-typed and 𝑀 { 𝑁 in System F
𝜖+sn, then

J𝑀K {∗ J𝑁 K in Met(S) where{∗ denotes the transitive closure of{.

Proof. By induction on 𝑀 and case analysis on the next reduction rule. Note that values in

System F
𝜖
are translated to value normal forms inMet(Rscp). Most cases are similar to those in the

proof of encoding System F
𝜖
in Appendix E.1. We show new cases relevant to named handlers.

Case E-Gen Suppose the effect row of the whole term is 𝐸.

nhandler 𝐻 𝑉 | Ω { handleℎ (let 𝑥 = 𝑉 𝑏 in 𝑥 evℎ) with 𝐻 | Ω, ℎ : ℓ𝑏

where 𝑏, ℎ fresh and Σ ∋ ℓ : 𝐴′ ↠ 𝐵′. We have

JLHSK = let mod[J𝐸K] 𝑔 = mod[J𝐸K] Jnhandler 𝐻K in 𝑔 J𝑉 K

Jnhandler 𝐻K = mod[J𝐸K] (𝜆𝑓 .local ℓ𝑎 : J𝐴′K ↠ J𝐵′K in
handle

[J𝐸K] (let mod[ℓ𝑎,J𝐸K] 𝑓
′ = 𝑓 ℓ𝑎 in 𝑓 ′ (mod[ℓ𝑎 ] (𝜆𝑥 .do ℓ𝑎 𝑥)))

with J𝐻K)

By E-Letmod, E-App, and E-Gen (use the runtime label ℓ𝑏 ) in Met(S), JLHSK reduces to

handle
[J𝐸K] (let mod[ℓ𝑏 ,J𝐸K] 𝑓

′ = 𝑓 ℓ𝑏 in

𝑓 ′ (mod[ℓ𝑏 ] (𝜆𝑥.do ℓ𝑏 𝑥))) with J𝐻K

which is equal to JRHSK of the above reduction step. Note that the runtime generated scope

variable 𝑏 is translated to ℓ𝑏 .

Case E-NRet By E-Ret and E-Letmod in Met(S).



2696

2697

2698

2699

2700

2701

2702

2703

2704

2705

2706

2707

2708

2709

2710

2711

2712

2713

2714

2715

2716

2717

2718

2719

2720

2721

2722

2723

2724

2725

2726

2727

2728

2729

2730

2731

2732

2733

2734

2735

2736

2737

2738

2739

2740

2741

2742

2743

2744

56 Wenhao Tang and Sam Lindley

Case E-NOp Suppose the effect row of the whole term is 𝐸.

handleℎ E[do evℎ 𝑉 ] with 𝐻 { 𝑁 [𝑉 /𝑝, (𝜆𝑦.handleℎ E[return 𝑦] with 𝐻 )/𝑟 ]
where Ω ∋ ℎ : ℓ𝑏 . We have

JLHSK = handle
[J𝐸K] JE[do evℎ 𝑉 ]K with J𝐻K

By Lemma E.7, we have

JE[do evℎ 𝑉 ]K = JEK[let mod[ℓ𝑏 ] 𝑓 = JevℎK in 𝑓 J𝑉 K]
= JEK[let mod[ℓ𝑏 ] 𝑓 = mod[ℓ𝑏 ] (𝜆𝑥.do ℓ𝑏 𝑥) in 𝑓 J𝑉 K]

Then by E-Letmod and E-App inMet(S), JLHSK reduces to
handle

[J𝐸K] JEK[do ℓ𝑏 J𝑉 K] with J𝐻K

Our goal follows from E-Op in Met(S).
□

The proof of semantics preservation relies on the following lemma.

Lemma E.7 (Translation of Evaluation Contexts). For the translation J−K from System F
𝜖+sn

to Met(S), we have JE[𝑀]K = JEK[J𝑀K] for any evaluation context E and term𝑀 .

Proof. By straightforward induction on evaluation contexts of System F
𝜖+sn

. □
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