MARK STEEDMAN

SURFACE-COMPOSITIONAL SCOPE-ALTERNATION
WITHOUT EXISTENTIAL QUANTIFIERS

1 INTRODUCTION

A standard response to the ambiguity of sentences like (b)assume they yield
two logical forms, expressible in the first-order prediczdéculus, differing in the
scopes assigned to traditional quantifiers, as in (Za,b):

(1) Everybody loves somebody.

(2) a. Vx[persorix — Jy[persoriy A lovesdyx]
b. 3y[persory A Vx|persorix — lovesdyX]

The Montagovian assumption of “direct surface composit{btausser 1984;
Jacobson 1996a) requires that all available readings stkihd should arise di-
rectly from the combinatorics of syntax operating over theidal elements and
their meanings. However, the grammar of English appear$f¢éo a single syn-
tactic structure for the sentence, in which the subjectdak®pe over the object,
leaving the second reading unaccounted for. The abilithefdbject to “invert
scope” or take wide scope over the subject in the followingnegle is similarly
unexplained:

“The present paper began in work at the University of Penasjdvwith Jong Park, whose PhD thesis
(1996) reported the first attempt at this problem in CCG. Sofrthe ideas in the present paper were
advanced in embryonic form in Steedman 1999 and Steedmdb2p(0-85. The paper completely
revises the earlier account, providing a model theory arténskons to a number of new phenomena.
Earlier versions were circulated under the title “Synt@a€onstraints on Quantifier Scope Alternation”
and presented in 1999 to audiences at Brown, NYU, Univeki#dova, Prague, the Formal Gram-
mar Conference, Utrecht, and the Twelfth Amsterdam Collagu) and to the 14th SALT Conference,
Northwestern, in June 2004, the Conference on Strategi€guahtification York in July 2004, the
conference on Formal Grammar and Mathematics of Languadjepb&irgh, August 2005, under the
title “Scope Alternation and the Syntax-Semantics Int&faand in talks at the Ohio State University
and to the X-TAG seminar at the University of Pennsylvania@06-2007. | am grateful to those audi-
ences, and to Jason Baldridge, Gann Bierner, Maria Bitfiodran Bos, Gosse Bouma, Tim Fernando,
Kit Fine, Nissim Francez, Stephen Isard, Polly JacobsomkMahnson, Aravind Joshi, Hans Kamp,
Richard Kayne, Frank Keller, Brenda Kennelly, Shalom Lappilex Lascarides, Suresh Manandhar,
Jaruslav Peregrin, Jong Park, lan Pratt-Hartmann, LivibdRip, Maribel Romero, Tatiana Scheffler,
Matthew Stone, Anna Szabolcsi, Bonnie Webber, Michael g/MMistair Willis, and Yoad Winter,
for helpful comments and patient advice over a long periedpdrticular, Stephen Isard gave exten-
sive help with the model-theory. Any errors remain my respbility. The work was supported in
part by EPSRC grants GR/M96889, GR/R02450, GR/R82838, &/&22509, and by EU IP grant
FP6-2004-IST-4-27657 PACO+.

The notation in (2) uses concatenatitato indicate application of a functof to an argument.
Constants are distinguished from variables by a prime, ahgd/alent semantic functors likedmire$
are assumed to be “Curried”. A convention of “left assouigti is assumed, so thadmiresyx is
equivalent to{admiresy)x.
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(3) Somebody loves everybody.

One way out of this dilemma that has sometimes been propededissume
that English determiners are semantically ambiguous b&twade and narrow
scope readings, so that the same syntactic combinatoriegidetwo different
interpretations. However, the fact that no-one has evaettifiled a language in
which wide- and narrow- scope quantifier determiners arecédly or morpho-
logically disambiguated, as would be allowed by such amtiston, makes this
option unattractive.

A more popular suggestion has been to abandon direct suctangosition,
and explain the phenomenon in terms of “covert” quantifievement (Kayne
1998) or essentially equivalent operations of “quantifyin” or “storage” at
the level of logical form. However, such accounts are at odih the gen-
eral tendency to try to eliminate movement from the theoryswftax in the-
ories of grammar like Generalized Phrase Structure Gramf@PSG, Gazdar
1981), Lexical-Functional Grammar (LFG, Bresnan 1982¢£FAdjoining Gram-
mar (TAG, Joshi 1988), Head Driven Phrase Structure Granfri@sG, Pollard
and Sag 1994), and Combinatory Categorial Grammar (CCGdStan 1996,
hereaftelSS&|, Steedman 2000b, hereaf®), the framework used in the present
paper.. These theories eliminate “overt” movement or th@vadent in syntax.
The assumption of direct surface composition suggestsitsrse: if movement
can be so easily eliminated from syntax, it should not be s&a1g in semantics
either.

One way to avoid movement might appear to be to leave quargdape un-
derspecified at the level of logical form, via a separatelynta@ned set of inequal-
ities, as proposed in Kempson and Cormack 1981, Alshawi anddb 1992,
Reyle 1993, and much subsequent work, specifying the pdessibped solutions
to those inequalities once derivation is complete. However possibilities for
taking scope explored in section 2.1 of this paper seem tobelbsely linked
to syntactic derivational combinatorics for such “offéihspecification to be an
attractive alternative for the present purpose.

It is tempting, instead, to retain the assumption of surfza@positionality,
and to try to use nothing but the derivational combinatootsurface grammar
to deliver all the readings for ambiguous sentences like Thjo ways to do this
have been proposed, namely: enriching the notion of désivaia type-changing
operations; or enriching the lexicon and the semantic ogtplDespite embracing
the generalized notion of derivation that CCG affords famtagtic purposes, the
present paper takes the latter approach to the semanticgofifier scope.

The argument will proceed as follows. Part | begins by briedlyiewing the
most important generalizations concerning the interaatiocderivation and quan-
tifier scope that such a theory must explain. The paper thepgses a semantics
according to which all non-universal nounphrases in Ehglignslate, not as gen-
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eralized quantifiers, but as expressions called “gene&@l&kolem terms.” Like
standard Skolem terms, the generalized variety are eittrestants or functional
terms including variables bound by universal quantifiers.

Generalized Skolem terms are semantically of the samegtgipéndividuals in
the model, rather than quantificational (that is, of higlyees such ate —t) —
t). When they are constants, they “take scope everywherdhance behave like
wide scope existentials. When they are in the extent of a haamiable, they
behave as entities dependent upon the binder of that variahtl are inaccessible
to processes like anaphora from outside that scope.

Generalized Skolem terms are initially (that is, lexicalipspecified as to de-
pendency. Whether they become functional terms or corsstiegiends on a dy-
namic process of “Skolem term specification” that can ocreelfy during deriva-
tion. While there is a family resemblance between Skolem gpecification and
the scopal resolution of underspecified quantifiers, thi€gss is here integrated
into surface-syntactic derivation. To the extent that firigcess also resembles
derivation-based retrieval of the equivalent of exis@nguantifiers from “stor-
age” of the kind proposed by Cooper (1983) and in partictilar‘hested Cooper
storage” proposed by Keller (1988), it differs in elimimagithe need for a stor-
age memory distinct from the logical form itself, and thec&tanemory of the
extended push-down automaton that is implicit in the CCGvd#on. There are
empirical consequences in terms of the number of interpogiz that are pre-
dicted to be available.

The first part of the paper depends very heavily on an analysisction 3.1 of
the apparently anomalous scope possibilities for pronahainaphorain so-called
“donkey sentences”. Such anaphora depends on the assarttmiageneralized
Skolem terms may not only refer, but also introduce new diss®referents to the
context, which may in turn act as antecedents to pronounswiWassume the
kind of account of this process that has been proposed iroDise Representation
Theory (DRT, Heim 1990; Kamp and Reyle 1993; van Eijck and Kaf97;
Asher and Lascarides 2003). In particular, we will assuna some version of
DRT will provide an account of exactly how and when such disse referents
are introduced into the context, and under what conditibeg tire accessible to
pronominal anaphora and cataphora.

However, the present account differs from standard DRT mitwportant re-
spects. First, it assumes that the discourse referentathastablished in this way
are themselves generalized Skolem terms—thatiisctured representationen-
coding dependency relations among individuals that haeetsatisfied in the
model—rather than simple DRT variables ranging over irdinals. Second, the
treatment of quantifier scope proposed here is based on malgistatic seman-
tics, rather than the dynamic semantics of scope proposed in DRTft@Dynamic
Predicate Logic incarnation (DPL, Groenendijk and Stokt#@1). A number of
benefits follow, including escape from both the notoriousofprtion-problem”
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(and its dual the “uniqueness-problem”), and delivery & sio-called “strong”
reading for donkey sentences. Since generalized Skolenstare full citizens
of the logic, rather than being derived from existentiallyaqtified variables, or
being existentially closed-over, a model theory for thisiaatics is provided.

Part | is merely a preliminary to Part 1, in which the remaigisections 6 to 11
extend a CCG grammar fragment first sketche8ito a more complete grammar
of quantification, in which the pure combinatorics of granticel derivation and
the involvement of generalized Skolem terms at the levebgidal form explain
not only the phenomenon of scope alternation (includingntla@y occasions on
which scope alternation isot available, including the case of embedded subject
positions), but also the problem of distributivity, the pitslity of certain noto-
rious cases of scope inversion out of NP islands, and theaictien of scope
alternation with coordinate structure. The conclusionmes to the discussion of
the relation of the present proposal to other formalismduiting DRT.

The literature in this area is extensive and ramified, anccthieal data are
frequently in dispute. A number of distracting peripheraépomena, whose rel-
evance to the main issue is in the end questionable, constyghave to be dis-
posed of along the way. In an attempt to minimize these distras, | have rel-
egated many to footnotes and signaled the secondary stasasne@ others that
could be skipped on a first reading by giving the relevant satisns titles of the
form “An Aside on X".

|: SEMANTICS OF QUANTIFIER-LIKE EXPRESSIONS INENGLISH

2 THE PHENOMENON AND SOME EARLY APPROACHES

The proposal to link semantic quantifier scope-taking diyeto syntactic com-
binatorics or derivational scope has some attractive featurirst, it suggests an
explanation for the following notorious asymmetry in théeiractions of universal
and existential nominals with conjunction and disjunction

Partee (1970) noted that the universals distribute ovejuoation, and fail to
distribute over disjunction:

(4) a. Every man walks and talks Every man walks and every man talks.
b. Every man walks or talké Every man walks or every man talks.

However, the reverse conditions hold for singular exisédsit which distribute
over disjunction, and fail to distribute over conjuction:

(5) a. Some man walks or talks Some man walks or some man talks.
b. Some man walks and talks Some man walks and some man talks

Furthermoreno manfails to distribute with either:
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(6) a. No man walks or talkg No man walks or no man talks.
b. No man walks and talkg No man walks and no man talks

These observations are hard to explain on deletion-bassdiats of coordi-
nate sentences, which derive the reduced forms on the teft fomething more
like the forms on the right, and provided one of the strongasty motivations for
generalized quantifiers and base-generative accountsooflioation (e.g. Mon-
tague 1970, 1973; Partee 1970; Geach 1972).

A number of further asymmetries between and among univarghéxistential
nominals of various kinds are set out in the next section.

2.1 The Natural History of Scope-taking

The data are somewhat in dispute, but the facts seem to béassd

1. All non-singular so-called quantifiers distribute oversgntials that they com-
mand. Thus all of the following have a reading in which thera different pizza
for each boy:

(7) a. Every boy ate a pizza.
b. The boys ate a pizza.
c. Three boys ate a pizza.
d. Atleast three boys ate a pizza.

2. The “Distributive universal” quantifiersvery andeachcan also distribute
over quantifiers that command them, as in (8a). More contsiaiy, the present
paper assumes that such scope-inversion of universalghsundounded, as in
(8b), and sensitive to island constraints, as in (8c,d) re/seope alternation over
the matrix subject is inhibited, parallel to the extractiom (9)3

(8) a. Some referee read every paper. v3/av)
b. Some referee said that she read every paper. v3/3v)
c. | met some referee who read every paper. YAV

d. Some referee said that every paper should be accepted. v3/4%)

®This account roughly follows Winter 2001:166-7, BeghetidaStowell 1997:73-4, and other papers
in Szabolcsi 1997b, except where noted.

*Rodman 1976 seems to have been the first to propose that se@psion was both unbounded and
limited by islands. Both claims were contested by Farka8116f. 1997b; 2001; Farkas and Giannaki-
dou 1996), although her examples of non-unboundedly imgeriniversals appear to be confounded
with subject islands like that in (8d), and to inversion oaéan indefinites. (She herself notes that
determiners likessomesupport bound readings under inversion more readily—s&4 ,19ote 2—and
that on occasion even indefinites do so—see 1997b, p212).litEh&ure has remained conflicted
ever since, with Cooper (1983) and Williams (1986) takinglRan’s position, and May (1985) and
Ceccheto (2004) taking Farkas’. Recent experimental watk ehildren by Syrett and Lidz (2005,
2006) suggests that they, at least, allow unbounded imrereven if some adults do not.

The picture is further confused by the fact that, like alam constraints, such limitations on scope
alternation are “soft”, and can be overcome by context, favi@ content, or obsessive contemplation.
Cooper (1983) attributes the following case of the second ko Stanley Peters:

(i) The man who builds each television set also repairs it.

We return to this and other examples of scoping out of NP id$4 in section (8.5) below.



6 DRAFT 6.2, JLy 2,2009

(9) a. The papers that some referee read were rejected.
b. The papers that some referee said that she read wereetject
c. #The papers that | met a referee who read were rejected.
d. *The papers that some referee said that should be acceptedejected.

What is more, as May (1985) and Ruys (1993) have noted, sumfitifjer “move-
ment” appears to be subject to a constraint strikingly réssent of Williams’
1978 “Across-the-Board” exception to the Coordinate Strcee Constraint upon
Whmovement of Ross (1967), in examples like the followingfiest noted by
Geach (1972) and discussed3R.

(10) Every boy admires, and every girl detests, some saxupho

Like sentence (1), this sentence has two readings, one wafleséthe boys and
girls have strong feelings toward the same wide-scope $wtpt—say, Ben
Webster—and another where each individual has some adtitiveards some pos-
sibly different narrow-scope saxophonist. However, (18¢sinot have a reading
where the saxophonist has wide scope with respestéoy boybut narrow scope
with respect taevery girk—that is, where the boys all admire Ben Webster, but the
girls each detest a different saxophonist. There does mot&v¥em to be a reading
involving separate wide-scope saxophonists respecttediyng scope over boys
and girls—for example where the boys all admire Ben Webgterthe girls all
detest Lester Young.

3. “Group-denoting” singular and plural indefinites and deésj likesome, a,
the andthree give the appearance of taking wide scope over unboundedly c
commanding quantifiers in the weak sense that the latter tlaistribute over
them. Unlike the universals, they an®t sensitive to island boundaries in this
respect:

(11) a. Exactly half the boys in the class kissed some girl. 33/83)
b. Every referee read some paper. v3(3V)
c. Every referee said that she read some paper. v3/4v)
d. Every referee met a student who read some paper. v3/9v)

e. Every referee said that some paper should be accepted. v3/3X)

It will be convenient to refer to such readings as “globalcfieindefinite” read-
ings.

4. The “Counting” existentials such & least/at most/more than/exactly three
do not at first glance seem to seem to take wide scope in evewéak specific-
indefinite sense. For example, (12) seems reluctant to theldeading that there
were at least three papers such that every referee readttitesegpaperé:

“Examples like the following, which are fairly frequent orettveb, seem to depend on some kind of
“accidental coreference” (Reinhart 1983) under the naisoape reading:
(i) Everyone knows at least one gastropod—the common snail.
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(12) Every referee read at least three papers. >3#/V>3)

However, as Szabolcsi 1997a:115-116 points out, countifgjemtialsdo seem
to have a specific reading when they are distributed over byrlp rather than
a universal, just so long as the content supports the ide&stflditing separate
events such as reading over a single global specific indefiith as a set of
books?®

(13) More than half the referees read at least three papers. 23>§/>%23)

Such readings seem to exist, and do not seem to arise frondéaatal corefer-
ence” under the narrow-scope reading.

5. Nevertheless, no existentials at all invert scope in tlangtisense ddistribut-
ing overa structurally-commanding quantifiér:

(14) a. Some referee read the papers. def@/3def)
b. Exactly half the boys in the class kissed three girls. 1<)

The place of the “Plural Quantifiersiiost (of the), all ((of) the), many (of the)
andfew (of the)in this taxonomy is unclear. The papers in Szabolcsi 199 7ndo
commit themselves on this question. Winter 2001:167 diassihem as pure or
“rigid” generalized quantifiers, presumably because thegnsto invert scope in
examples like the following.

(15) Some referee read most papers. mo8H/3most

On the other handnostseems to pattern with the plurals and not with the uni-
versals in its ability to take a collective reading in cordtion with verbs like
gather

(16) a. The/Three/At least three visitors gathered in thialiy.
b. Most visitors gathered in the library.
c. #Every visitor gathered in the library.

Because of certain cross-linguistic data discussed inasetD.3, this paper will
tentatively adopt the strong hypothesis that the so-callacal quantifiers like
mostpattern with the definites and indefinites, and that theiraappt ability to
invert scope in examples like (15) stems from other factbeg ire not of im-
mediate concern, such as implicit modal quantification axemts. However,
nothing much in the present account hinges on this assumtimut English. In
particular, the discussion of the proportion problem inkiynsentences in section
10.5 does not depend on this decision.

®Szabolcsi describes such readings as “very difficult” taiatt
®See section 2.2 for discussion of some claimed countereesmp
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2.2 On Some Apparent Cases of Scope-Inverting Non-Unigersa

It has been suggested that sentences like the following ghetall quantifiers—
even the counting non-universals—can on occasion givegiseope inversion,
at least with indefinite subjects.

(17) A Canadian flag was hanging in front of at least threeffeactly five
windows.
A (preferred) situation that models (17) is indeed one witkfferent flags are
involved for each window, as Shieber, Pereira and Dalryn{p896) point out
in the context of a discussion of VP-ellipsis following Hitdbiihler (1982), with
whom this example originates.
The following examples appear to yield similar readings:

(18) a. AKkiltis worn by many Scotsmen.
b. Alight was on in exactly five bedrooms.
c. Atleast two adults accompanied at least ten children.
d. Errors were found in three programs.
e. A good time was had by all.

However, Hirschbuhler’s original interest in sentendks (17) was that they also
appear to support inversion of true universals out of elidBd, as in (19b), which
Williams (1977) and Sag (1976) had shown to be normally ftatbn, as in (19a):

(19) a. Some boy admires every saxophonist and some girltdoes

#v3&V3/IV& IV
b. A Canadian flag was hanging in front of every window and arefican
flag was too. Y3&V3/3IV&IV

The fact that content of the same kind supports the excegdtepppearance of a
second phenomenon where it is not normally allowed sugdleatsome further
factor inherent in that content is at work in both cases. (chie (1995b:187)
points out that the predicates in (17) and (18) that suppertritended reading
and the related VP ellipses studied by Hirschbiihler arecusatives and pas-
sives. In that case it seems likely that the surface sub@tespond to logical
objects. The paper will show that the mechanism proposeeatias 3.3 and 10
to allow plurals to distribute over If-commanded argumealso allows the rel-
evant readings of (17) and (18). Accordingly, this paperticmres to maintain
that non-universals do not invert in the sense of distrilitbver commanding
non-universals.

2.3 Historical Background

We have noted that some of these generalizations are cedtemhd we will
examine them in more detail at several points below. Howether fact that
scope-alternation is so constrained is hard to reconcitd se@mantic theories
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that invoke general-purpose mechanisms like abstractidéguantifying in” and

its relatives, or equivalent covert quantifier movementr &mample, if quanti-
fiers are mapped from syntactic levels to canonical subjdxgéct etc. position at
predicate-argument structure in both conjuncts in (10y toen migrate up the
logical form to take either wide or narrow scope, then it i¢ dear whysome
saxophonisshould have to take treamescope in both conjuncts. The same ap-
plies if the scope of the right node raised object is sephratederpecified with
respect to the two universals.

Keenan and Faltz (1978, 1985), Partee and Rooth (1983)bdacq1992),
Hendriks (1993), Oehrle (1994), and Winter (1995, 2000)pagnothers, have
proposed considerably more general use of type-changiegtpns than are re-
quired in CCG, some of which engender considerably moreHiityiin deriva-
tion than seems to be required by purely syntactic evidenddtee assumption of
surface compositiof.

While the tactic of including such order-preserving tygesnging operations
in the grammar remains a valid alternative for a surface amsitipnal treatment
of scope alternation in CCG and related forms of categoreignar, it consider-
ably complicates the theory. The type-changing operatigtessarily engender
infinite sets of category types, requiring heuristics bame@partial) orderings on
the operations concerned, and raising questions aboutletenpss and practical
parsability.

Instead, the present paper follows Woods (1975), VanLeB@&), Webber
(1978), Fodor (1982), Fodor and Sag (1982), Pereira (1924 (1995, 1996),
Reinhart (1997), Kratzer (1998), Winter (1997, 2001), Bark2001), Robaldo
(2007), and others, in explaining possibilities for scapleing in terms of a dis-
tinction between true generalized quantifiers and otheraueamtificational cat-
egories. In particular, in order to capture the narrow-scopject reading for
Geach’s right node raised sentence (10), in whose CCG diervde object must
command everything else, the present paper follSRim assuming that both wide
and narrow scope readings arise from a single non-quartidfica interpretation
of some saxophonisis a generalized Skolem term.

This approach is in line with much recent literature on theaetics of nat-
ural quantifiers that has departed from the earlier tendémegduce all seman-
tic distinctions of nominal meaning such ds dicto/de rereference/attribution,
etc. to distinctions in scope of traditional quantifiersg amstead attributes such
distinctions to a rich ontology of different types of refater referring expres-
sion (collective, distributive, intensional, group-déing, plural, free-variable, ar-
bitrary, etc.). (See for example Carlson 1977, Barwise a@ahyP1980, Kamp
1981/1984, Heim 1982, Link 1983, Fine 1983, 1985, Landmadill%busch
"For example, in order to obtain the narrow scope object reptbr sentence (10), Hendriks (1993),

subjects the category of the transitive verb to “argumétimdj” to make it a function over a type-raised
object type, and the coordination rule must be correspatglisemantically generalized.
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1994, Schwarzschild 2002, and papers in Szabolcsi 1997b.)

The Skolem terms that are introduced by inference rulesHikistential Elim-
ination in proof theories of first-order predicate calculurs of interest for the
present purpose, because they directly express dependemdtier entities in the
model.

Skolem terms are obtained by replacing all occurrences afemgXxistentially
quantified variable by an application of a unique functorlteaiables bound by
a universal quantifier in whose scope the existentially tjtiad variable falls.
(If there are no such universal quantifiers, then the Skokrm & function of no
arguments—that is, a constant.) Thus the two interpreatat{@) of Everybody
loves somebodyan be expressed as follows (conventions as in note 1):

(20) a. Vx[persorx — (person(sk;;x) A loves(sk x)x)]
b. Vx[persorx — (persoriskys A lovesskysx)]

The first of these means that every person loves the thingtte&kolem function
sk;; maps them onto—their own specific dependent beloved. Thensemeans
that

The interesting thing about this alternative to the logioamns in (2) is that the
two formulae are identical, apart from the details of the 8koterms themselves,
which capture the distinction in meaning in terms of whettienot the referent
of someonés dependent upon the individuals quantified overelgryone The
Skolem functorssk;; andskys in (20) can be thought of as free variables over
contextually available functions and individuals, imflicglobally existentially
closed over, whose value the hearer does not necessarily, lasoin the related
account of Kratzer 1998.

The present paper argues: first, that the only determineenglish that are
associated with traditional Generalized Quantifiers, ahe scope including in-
verse scope, distributing over structurally commandirdgiimites as in (3), are
the universalgvery eachand their relative§;second, that all indefinite determin-
ers are instead associated with Skolem terms, which argnetedin situ at the
level of logical form (If), forcing parallel interpretatits in coordinate sentences
like (10); third, that the appearance of indefinites takirigenscope arises from
flexibility as to which bound variables (if any) the Skolemnteinvolves; and
fourth, that indefinites never distribute over structiyralbmmanding indefinites,
because their interpretations are never quantificational.

3  SEMANTICS WITHOUT EXISTENTIAL QUANTIFIERS

This section shows that the introduction of Skolem termsdsia number of bene-
fits to a DRT-like semantic theory, and avoids numerous patesithat arise when

8The present paper remains agnostic as to whettest is among this number. For the sake of argu-
ment, we will assume below that it is not. However, this isaastrong claim, and nothing will hinge
onit.
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natural language quantifiers are represented by tradltexstential quantifiers,
ranging from the apparently anomalous scope of indefinmitdenkey sentences to
certain long-standing paradoxes concerning the intesifiogt of natural language
conditionals in terms of material implication.

The section begins by arguing that Skolem terms are a uskfiulemt in an
ontology for natural language semantics, independenteigsues of scope al-
ternation and grammatical framework. A grammar-indepahdedel theory for
the assumed logical forms is defined in section 4. SectiorgGea for an ac-
count of donkey sentences in which (as in more standardoressif DRT) the
occasions on which supposed existentials behave as if tleeg universals are
predicted on the basis of a single non-quantificational nmggarthe uniqueness
problem is avoided, and strong readings are predicted nbwhich (as in E-type
pronoun-based accounts) the notorious proportion proigesntirely avoided.

3.1 Donkey Sentences

Sentences like the following (adapted from Geach, 1962, athributes them to
much earlier sources) have acted as a forcing function famablern semantic
theories of natural language quantification:

(21) Every farmer who owns a donkegeds it.

Such “donkey sentences” are quite commonly attested: flening example, to
whose subtly different properties we will have reason tametcame to hand at
the time of writing from an article on the consequences ofSARS epidemic in
Hong Kong:

(22) Everybody who has a face mask wear3 lig EconomistApr.5th, 2003:61)

The interest of such sentences is the following. The exigtef preferred
readings in which each person feeds or wears the donkeyfarermask (s)he
owns makes the pronoun seem as though it might be a variableddny an ex-
istential quantifier associated withdonkey/face-masklowever, no purely com-
binatoric analysis in terms of classical quantifiers alldks, since the existential
cannot both remain within the scope of the universal, andectonc-command
the pronoun at the level of If (herafter, If-command), aseiguired for true bound
pronominal anaphora, of the kind illustrated in the follogriexample:

(23) Every manin the bar thinks that hés a genius.

Donkey sentences have been extensively analyzed oversthe la

It might seem unlikely that there could be anything new to abgut them,
or any need for yet another account. However, the existiegries are pulled
in different directions by a pair of problems called the pydjpn problem and
the uniqueness problem, whose definitions we will get torlaf@ealing with
these problems has engendered very considerable conimtisdb the theories,
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variously including recategorization of indefinites aswamsals, dynamic gen-
eralizations of the notion of scope itself, exotic varisted pronouns including
choice-functional interpretations, model theories basedxotic notions like “lo-

cal minimal situations,” and various otherwise unmotidaggntactic transforma-
tions. Even if some or all of these accounts cover the enmgliobservations
completely, there seems to be room for a simpler theory, é& @an be found.

SPargued that donkey sentences provide independent suppahfanaly-
sis of indefinites as Skolem terms rather than as generaijaadtifiers. We will
begin by refining the theory of existentials sketched thegajn using donkey sen-
tences as the forcing example. The claim will be that, howewech we may need
DRT-style dynamics to capture the notoriously asymmetricpsses of pronom-
inal reference itself, the compositional semantics ofseces like (21) over such
referents can be captured with standard statically-scopegels.

Webber (1978), Cooper (1979), Evans (1980), Lappin (19R8ppin and
Francez (1994), and many others have pointed out that dopagyouns look
in many respects more likeon-bound-variable or discourse-bound pronouns, in
examples like the following, than like the bound variablempwun in (23):

(24) Everyone who meets Monboddi&es him.

For example, the pronouns in (21) and (24) can be replacegitlysts, whereas
true bound variable pronouns like that in (23) cannot, beeaif Condition C:

(25) a. Everyone who meets Monbogltikes the fellowy.
b. Everyfarmer who owns a donkefgeds the lucky beast
c. *Every professaqrin the department thinks the old de@ra genius.

(Since the obvious explanation for Condition C relates tt®notion of scope at
the level of logical form, if the pronoun is in the scope of agemlized quantifier
interpretation of the donkey in (25), it is unclear why Cdiati C does not apply
there as well.)

This observation suggests that the pronoun here is simpigcaurse-bound
pronoun, and that it is the donkey to which it refers in (219tttve should con-
centrate our attention on. In particular, we should condide possibility that the
latter may translate as a referential (or referent-intidg) expression, as Fodor
and Sag suggested, rather than as a generalized quantifier.

The present paper followSP in assuming that “a donkey” translates at
predicate-argument structure as a Skolem term, to whiclptbeoun is simply
discourse-anaphoric rather than bound-variable anapfori

It is important to realise that the way this translation imeds different from
standard skolemization of the kind illustrated in the tiios from (2) to (20).
Skolem terms in the present theory are elements of the Ibfgioa in their own
right. This fact prevents us from separately predicatingperties likedonkey

°In SP, such Skolem terms are tentatively identified with Fine'evoof “arbitrary object”.
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over Skolem terms, as in (20). We must instead associatenabmroperties
with the Skolem term itself, as in Steedman 2000b and thecgeHeainction-based
accounts of Kratzer (1998) and Winter 2001.

The noun property in question may of course be arbitrariljmptex. For ex-
ample, to obtain the interpretation of the nounphiast donkeyn Every farmer
who owns a fat donkey feedsite must associate a propeiy.donkey A fat'y
with the underspecified term, as in (26a). Such propertigsmaursively include
other Skolem terms. For exampkefarmer who owns a donkéyrepresented by
the term (26b), while plurals likat least one farmer who owns some donkays
most three farmers who own a donkayd most farmers who own a donkaye
represented as in (26¢,d,e).

‘E
(26) a. Sk}\y.donkeyy/\fat'y

b.

‘£
Slsxy.farmer’ yAowr! ské"EOnke "

‘E
C.S ;

ls\y.farmet’y/\owrfsk(fonkeyy ;i As|g>1
d.

donke

SI&Z . _

y.farmeryAown sk yy ; As.|s|<3

e. skAf r _ , r
y.farmer’y/\owrfskdonkeyy, As.|g|>0.5x|all ()\y.farmer’y/\owrfskdonkeyy)

E here denotes the environment of all variables bound by éperauch as quan-
tifiers in whose extent the generalized Skolem term fallse €bnnective “;” in
(26¢,d) constructs a pajp; c consisting of a nominal property and a (possi-
bly vacuous) cardinality property. Where the latter is vacuous, as in (26a,b), it
is suppressed in the notation. These properties are sefyaiaterpreted in the
model theory developed in the next section.

We shall see later that in verifying interpretations involy generalized
Skolem terms of the fornslg%5 against a model, we need to unpack them, rein-
stating the nominal property as a predication over a traditional Skolem term, as
in a traditional Skolemized formula like (20). However, as &s the grammatical
semantics and the compositional derivation of logical fgoes, expressions like

sl{jﬁ)nkey are unanalyzed identifiers, and this part of the respoiitsildr building

logical forms is transfered to interpretation.
The ambiguity of example (1) can now be expressed by thevidligtwo log-

ical forms, which differ only in the generalized skolem temlﬁ?rsom (denoting a

dependent or “narrow-scope” beloved) akgkson, @ function of no arguments—
thgat is, a Skolem constant. (Since constants behave asyif‘ttave scope ev-
erywhere”, such terms denote a non-dependent “wide-scgpecific-indefinite

beloved):
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(27) a. vx|persorix — Ioveésl{)xe)rsohx)]
b. Wx[persorix — lovesskyersonX)]

We defer until section 6 the question of how exactly surfasapositional
derivation of English sentences chooses among possibierengt sets for the
Skolem terms that translate nominals like “somebody”. @yethe translation
process has to “know” what operators the nominal in quedatia in the scope
of. This mechanism will turn out to be a restricted form of lsdenvironment-
passing” devices as “storage” (Cooper 1983; Chierchia L9B®wever, unlike
the notion of storage in Cooper, Keller (1988), Hobbs ane&i (1987), Pereira
(1990), Shieber, Pereira and Dalrymple (1996), and theegaccessibility notion
of Farkas (2001), and unlike the related notion of environtwehich is defined
in Section 4, where a model theory is defined for the logicaim® which are
built by the grammar, the grammatical mechanism defined ati@e6 offers no
autonomous degrees of freedom to determine availablengadiEnvironment
features are deterministically passed down from the opetatnodes in its c- or
If-command domain, and a specified generalized Skolem tedaterministically
bound toall scoping universals in the relevant intensional scope ghdlra in the
derivation at which it is specified. The available readingssf given sentence are
thereby determined by the combinatorics of syntactic éiovm and the logical
forms that result, as detailed in Part I1.

3.2 Pronouns

For present purposes, we will assume that pronounsifike@nslate as uninter-
preted constants, which we might as well wiite distinguishing by subscripts
where necessary. Such pronoun interpretations, incluttioge in donkey sen-
tences, are replaced via a DRT-like mechanism that we asmtiot to define here
by “pro-terms” (cf. SS&)) of the formpro’x, wherex is a discourse referent taking
the form of a copy of the antecedent expression. Thus theajosdntence (21)
yields the following interpretatioh®

(28) vx[(farmerx A owr slé’gnkeyx) — feed(pro’slé’gnkey)x]
(prd is the identity function, as in Jacobson’s (1996b; 1999paat, which of-
fers an alternative mechanism for pronominal anaphoralwmay or may not be
compatible with the present grammar.)

Similarly, the following variant (29a) has the translati@®b) (cf. (26e))

The use of pro-terms is not essential: we could use indicggadr copies of the antecedent, and as-
sume that the binding conditions are consequences of thegs®f anaphora resolution itself. How-

ever, this notation allows us to keep track of the fact thatttimdings we need are indeed licenced by
these conditions.
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(29) a. Most farmers who own a donkey feed it.

b. Vz[z ¢ Sl& 2 As|s|>0.5x[all’ (Ay.farmeryrowr{sk'? y)

2)
x.farmer xAowr! skéo donkey'

nkey
— feed(pro’sl{fgnkey)z]

Crucially for the future solution to the proportion problgboth interpretations
quantify over farmers, rather than farmer-donkey pairs.

We defer discussion of the following kinds of examples uii discussion of
related approaches in section 5 in the light of the modelrthenbe presented in
section 4

(30) a. Afarmerwho owns a donkey feeds it.
b. Any farmer who owns a donkey feeds it.
c. If afarmer owns a donkey, she feeds it.
d. If any farmer owns a donkey, she feeds it.

We note that the question of whether such generic statenaetsonditionals,
with or without “free choice™any, quantify over farmers, or over farmer-donkey
pairs is disputed, but that they do not appear to pattern withersals (Kadmon
and Landman (1993), Carlson (1995), Horn (2000), and Gisidpoa (2001)).

We have seen that translations lité of discourse-referential pronouns can
come to refer to generalized Skolem terms, provided that dine in the If-scope
of any quantifiers that bind variables in the latter, as inltggcal form (28) for
(21). However, a full theory of pronominal reference is nibéapted here. Such
a theory has to show why unbound anaphora is subject to a ruohlferther
conditions over and above the standard binding theory. ttiqodar, nounphrases
like no donkeygenerally fail to contribute potential antecedents formminal
referents as other indefinites do, as the impossibility efftillowing examples
shows!?

(31) a. #No donkgycame in, and | fed it
b. #Every farmer who owns no donkdgeds it.
c. #Either Elizabeth owns no donkegr she feedsiit

Still other constraints severely limit interclausal cdiam, dependent among
other factors upon syntactic subordinatitn:

(30d) is in fact the form in which Geach 1962:128 originallvg the example.
2This observation is presumably related to the fact that engbmantics defined below, negation is
defined in terms of there being no extension for the relevamegalized Skolem term. Examples
like (i)a, due to Barbara Partee, in whidlo bathroomappears to act as the antecedenit teem to
depend crucially on the fact that houses usually have batige—cf. (31c), and discussion in Asher
and Lascarides (2003). Naturally, such presuppositionsbesaccomodated, as in (i)b:
(i) a. Either this house has no bathrgomwr it; is in an unusual place.

b. Either Elizabeth owns no donkeyr it; is in the bathroom.

*The last example is of a kind that has recently been used tvat®the “copy” theory of movement.
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(32) a. #Sheowns ity and a farmarfeeds a donkey
b. #Sheowns it or a farmey feeds a donkey
If she owns it, a farmey feeds a donkey
Every pilot who shot at if hit the MiG; that chased him
. #Some professor gave hevery picture of Lily

®© o0

Such conditions appear to reflect the dynamics of processiregclausal level
rather than the level of logical form (see Kamp and Reyle 18B8-232 and Cann
and McPherson 1999 for some discussion). For the presepbpeywe assume
that some version of DRT context update can do the job. Thet pbthe present
paper is that the semantics of donkey sentences can be Hamdieely statically
in such systems, without recourse to dynamic scope, if dismreferents are
represented as generalized Skolem terms—that is, asgtedctepresentations
encoding dependency relationships among individualgiieainodel must satisfy,
rather than as variables over the individuals themselves.

On the assumption that intensional verbs M@ntalso contribute an inten-
sional operator binding an intensional variable to the mmment, the possibility
of choosing Skolem terms with different argument sets candeel to capture the
“de dicto/de re” ambiguity between an intensional and esitamal Norwegiart*

(33) Harry wants to marry a Norwegian.

Similarly, on the assumption that intensional verbs liledievealso contribute
an intensional operator binding an intensional variablecerrectly predict that
the pronoun in the following “intensional donkey” sentemnad fail to refer to
de dictodonkeys that John believes some farmer owns, the reasog thgihthe
pronoun cannot be within the “filtering” scope of John’s b&dj despite being
within the scope of the universit:

(34) #Every farmer who John believes owns a donkegds if.

It is less clear whether other varieties of pronominal amagltsuch as the
“sloppy” variety found in “paycheck” sentences like (35apaheir VP-elliptical
relatives like (35b) in whiclit refers to different paychecks should be handled the
same way as donkey anaphora, as Elbourne (2001) has sufjtiesteshould be.

(35) a. A man who puts his paycheck in a bank is wiser than a ntemputs it
in a teapot.
b. Johnson put his paycheck in a teapot, and so did Monboddo.
¢. Johnson put his paycheck in a bank. Monboddo put it in aoteap

Since such anaphora can cross sentence boundaries, a<jni{3bay well be
a more general and much less constrained form of discoursghana, of the

“We shall return later to the observation of Geach (1967)ithgeneral finer distinctions are needed
along this dimension.

"3 a factive “hole” verb like “knows” is substituted for “bielves” then the intended reading is avail-
able. In present terms, factive verbs include no intensiscape operator.
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“telescoping” kind considered later in section 7.6.

3.3 Distributivity

If the nonspecific and counting so-called quantifiers aractually quantifiers at
all, how do they—even the downward-monotone ones—did&ibuer arguments
that they command in sentences like the following?

(36) a. Some/few/at most two/three boys ate a pizza.
b. Some/few/at most two/three farmers who own a donkey feed i

There is every reason to doubt that the distributive readfi{§6a), according
to which the boys ate different pizzas, arises from a geizedliquantifier as the
subject, since distributive scope fails to invert in sentanlike the following:

(37) A boy ate three pizzas.

We therefore follow Link (1983), Roberts (1991), van der B¢#&992), Schein
(1993), Schwarzschild (1996), van den Berg (1996) &Rdin contrast to, for
example, Heim, Lasnik and May 1991, and Winter 1997, 200&xjplaining the

distributive behavior of plurals as arising from univergaantification contributed
by the logical form of verbs, in rather the same way as the Wiehaf reflexives

and reciprocals under the account of Keenan and Faltz (19&5)ioned ear-
lier. We will defer discussion of exactly how this works, &iger with a number
of other syntax-dependent issues such as the possibiliiyntermediate scope”
readings, until Part Il of the paper.

3.4 Maximal Participancy of Plurals

One further property of plurals with far-reaching implicats for the model theory
sketched in Section 4 is illustrated by examples like thip¥ahg:

(38) At most three boys ate a pizza.

This sentence is false in a model in which a set of four boysgi&zza, despite
the fact that four boys eating a pizza might be held to entaitgal sets of three
and two boys also doing so, any of whose cardinality woulBathe predicate
at most three Accordingly, the present paper follows Webber (1978), vifo
defining the possible antecedent for plural pronouns asduhat the referent of
all plurals is amaximalset of participants in the predication—in the case of (38),
the maximal set of boys who ate a pizza. It follows that in #vets of the present
paper,Three boys ate a pizZa also false in a model where four boys did so. (Of
course, four boys eating a pizza entails that there exists @f shree boys who ate
a pizza, via the standard axioms of arithmetic. But that isfiat Three boys ate
a pizzameans.)

This property is reflected in the model theory developed arthxt section,
4, where it is assumed that the model includes set individaatl the rule for
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interpreting predications over set-valued generalizenlé&8k terms imposes a re-
quirement for the maximum participant set, and the cardina¢striction here
conjoined with the connective “;” (the latter applied inéeplently from the prop-
erty that defines that maximal participant sét).

However for-adverbials are anomalous:

4 MODEL THEORY

A model theory for the present calculus can be identified@isirvariant of the
standard statically-scoped model theory for first ordeiddgf. Robinson 1974).
The presentation is somewhat simplified by the omissiontefisional operators
and numerical indices for generalized Skolem terms.

4.1 The Problem

It is not usual in standard first-order logic to give a modeddty for Skolem
terms, because skolemized prenex normal form formulae eartesces of first-
order logic (for which a model theory already exists), obéai by well-known
equivalences from standard formulae. The main problem &igaéng a construc-
tive model theory for the present notion of logical form iatlyeneralized Skolem
terms, unlike existentially quantified formulee and the tedlaskolemized prenex
normal forms, do not carry explicit information about the@ope. This has two
important consequences for the model theory. First, it iregithat generalized
Skolem terms carry their restrictor (which is an unresgritterm of the language)
with them, to be unpacked in the scope that they are in atriedf interpretation.
Second, we must be careful about the negation implicit inuheal disjunctive
interpretation of the material implication connective,vae will end up treating
farmers who own donkeys they do not feed (and for which thetbeérefore no

extension satisfying the left disjunetowrfsl{j’gnkeyx) but feed donkeys they do

not own (and for which there is therefore an extension gdtigffeedsl{jgnkeyx)
as satisfying the donkey sentence (21). These requireraentddressed by rule
5 of the syntax and Rules 1b,c and Rule 2d of the semanticshvelne discussed
further in section 4.5.

It is important to be clear that the model theory does notespnt the pro-
cesses of Skolem term and bound-variable pronoun spewficatill less that of
unbound or discourse-bound pronominal anaphora. Thesegses are assumed
to to take place externally to semantic interpretation.

Nouwen (2003) has also recently proposed defining plur@reets as maximal sets. Zucchi and
White (2001) point out that assuming maximal participarts $&s the advantage of eliminating a
paradoxical consequence of the standard quantifier-baseaiat discussed by Krifka (1989), Molt-
mann (1991), and White (1994), concerning quantifiersdikeost five fleaandsome fleas
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4.2 Syntax

We define the formal language L used above for logical formsegaively as:

a set{a,b,c,...} of individual object symbols; a sefx,y,z...} of variables;

a set{Ry,Ry,...,Ra} of sets ofn-ary relation symbols; a se{skjc, sk, .-}

of generalized Skolem termswhich can be thought of as triples containing a
number unique to the originating NP (which the notation sapges), a paip;c
consisting of a restrictop (a unaryA-abstraction over a sentence of L) and a
(possibly trivial) conditiorc on the cardinality, and a set of argument variables
including any free variables in theterm; a sef{ -, A, VvV, —} of connectives and

a set{V} of quantifiers.

We then definargumentsas eitherobject symbols,variables, generalized
Skolem terms or pro-terms, where the latter are recursively defined as terms of
the formpro’argument. Because of the involvement of Skolem terms and their
restrictors, we need to identify a notion lgvel for terms including arguments.
Object symbols, variables, and the related pro-terms amestef level O.

We can then define the atomic formulee in termsafry relation symbols
followed by n arguments and then define the well-formed formulee (wff) of L
inductively in terms of the fouconnectivesand the singlguantifier, as follows.

1. If ay,...,a, are terms whose maximum leveliisthenRy(ay,...,an) is a
wif of level i.

2. If X is a wff of leveli then[-X] is a wff of leveli.

3. If X andY are wff for whichi is the higher of their respective levels, then
[XAY], [XVY], and[X — Y] are all wff of leveli.

4. If X is a wif of leveli then[vx[X]] is a wff of leveli

5. If X is a wif of leveli thenslfx'X is a term of level + 1 where4 is the set
of arguments of the Skolem functek,, x and 4 is a superset of the free
variables ofX other tharx.

We then define the notiocomplete formulaor sentenceas a wffX all of
whose variables are bound by quantifiers or other operators.

We also increase readability of formulae by omitting squaeekets under the
following conditions: when they surround an atomic formdtdlowing negation
provided that they surround a negation; surrounding thecattent or consequent
of an implication provided that they surround a disjunctioonjunction, or nega-
tion; following a quantification provided that they surrala quantified formula;
when they are the outermost brackets of the whole formula.

For example, (a) below can be written as (b):

(39) a. [WWIVZ[[[AXY)] A AV 2)]] = [=[=[AX 2)]]]]]]
b. VxvyWZA(X,y) AA(Y,2) — ——A(X, 2)]
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Most of this is familiar from the standard model theory fostiorder logic ex-
cept for the omission of the existential quantifier and tredision of generalized
Skolem terms. It is the latter departure that requires etatilereent in the induc-
tive definition to define the level of a wff in terms of those &&f parts, and in the
case of skolem term arguments to define them in terms of a seipef the free
variables other tham in the restrictor term. The latter apparatus is reminiscent
of Farkas’ accessibility relation and definition of the mpetation of indefinites
(2001, cf. examples 35 and 36).

It is important to notice that the fragment of L that genesatee two avail-
able interpretations of the Geach sentence (10) will alseegete formulae corre-
sponding to the unavailable mixed readings. Of course, gtrda so, since these
formulae are possible interpretationsaiher (non-right node raised) related En-
glish sentences. It is the business of the CCG grammar, adotic, to say how
English sentences correspond to sentences of L.

4.3 Semantics

A model M with respect to which the sentences of L can be evaluated an n
be defined as a structure consisting of the union of d&ét ¢, ...} of primitive
objects with its powerset, and a 481, &, .. .Xn} of sets of n-ary relations over
the primitive objects and set objects, including unary teality properties over
them.

There is a correspondencig from the objects and relations i into a set
of terms and relation symbols in Iy is a proper superset of a one-to-many cor-
respondence from the objects and relationgiirinto the set of object symbols
{a,b,c,...} and the sets of relations symbdR;,Ry,...,R,} in L. (Thus we en-
sure that everything i has at least one name in L.)

We further assume that for every péira) in ( there is also a paifs, pro’a),
relating the same objeatto a coreferring pronoun. (Thus we assume that the
antecedents of pronouns are established independentig sgemantics, and that
those antecedents may be pronouns.) The generalized Skexiers of L are not
included in the range of this base correspondefice

We refer to a generalized Skolem teslgﬁfC with no free variables among its
arguments? (and hence none in ifsterm p) assaturated

If a correspondence includes(y, but does not map any object ¢ to a
particular saturated generalized Skolem téyithen we will speak of a correspon-
dence(”’ obtained by adding tg a pair{a,t) (together with all the related pronoun
pairs (a, pro't), (a,pro’(pro't)), ...) for some objecicM as an “extension of
tot” and ofa as the “value” named byin ¢’. We will refer to the set of corre-
spondences obtained by extendifigp some set of saturated generalized Skolem
terms in L (including the null set) as the “extensions’f(That is to say that the
extensions ot include(C.)
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We define the functiog™—* on the range of a correspondencas theinverse
of C.

The following rules then determine, by inductive definitiovhetherC satis-
fies a sentence or well-formed formula in L containing no fvagables, where
Y(x) denotes a well-formed formuMd of L in which x and no other variable is
free, andY(a) denotes the formula obtained by substituting the tarfor x in
Y. (Note that an atomic formula that contains no skolem tesyidefinition of
level 0, and that the restrictqrof a generalized Skolem term is by definition at a
level lower than that of its parent atomic formula.)

1. C satisfies an atomic formulB(ay,...,an) in L if and only if there is an
extensionC’ of ¢ for which the termsay, ..., a, are all in the range of”’
and:

(a) Then-tuple(C'"(a1),...,C"(aq)) is in the relationc’~%(R) in fM;

(b) For allg that are Skolem terms of the forekéc, if & is individual-
valued then” also satisfiep(a;), and ifg is set-valued, then for all
membersa;j of a;, C' also satisfie$)(aj) andc(&);

(c) For all such Skolem terms of the forekgc whose value undef” is
a set object’, there is no correspondenc¥ differing from ¢’ only
in the valuea” named byslﬁC that satisfies the atomic formula and
the above property and cardinality conditions in whiths a proper
superset of’;

2. Given two sentencééandZ in L:

(a) C satisfies a senteneeY if and only if C does not satisfy’;

(b) C satisfies a sentendgev Z if and only if C satisfies at least one ¥f
orz,

(c) C satisfies a sentendeA Z if and only if there is an extensiaff of C
to all and only the saturated generalized Skolem terms camtnyg
andZ that are not in the range af such thatC’ satisfies botty and
Z

(d) C satisfies a sentende— Z if and only if every extensio”’ of C to
all and only the saturated generalized Skolem terms commérand
Z that are not in the range @f that satisfie¥ also satisfieZ;

3. Given a well-formed formul¥ (xi,...,X,) in L not beginning with a uni-
versal quantifie¥/, in which all and only the variables are free:

(a) C satisfies a sentend&y ... Vxn[Y(X1,...,Xn)] if and only if there is
an extensior”’ to all positive-polarity saturated generalized Skolem



22 DRAFT 6.2, JLy 2,2009

terms inY(xa,...,%n) such that, for all tupleay, ..., a, of object sym-
bolsg; in L, ¢’ satisfiesy(ay, ..., an).

We then define truth of a senten¥ein a modelf as follows: Y is true in M
relative to a correspondencgif and only if C satisfiesy.

4.4 Example

Consider a model containing six individua@ane, Beff, Clisateth, Peveo, Mo fine,
andfMartoelton. The unary relatioaumer holds for@une, Beff, and€lisaketh. The unary
relationunkep holds forPevee, Mowftine, andMarwelton. The binary relationtwn holds
for the pairs{@ume, Peveo}, {Ame, Mowftine}, and{<Lliaketh, Marwelton}. The binary
relationteev holds for the same paifume, Pevro}, {Aune, Mowftine}, and{ Clisaketh,

Marwelton}.
Consider the correspondenggwhich consists of the following pairs:
(40) {Qume, anné} { Marwelton, maxwelton}
{Bel, bess} {tatmer, farmer'}
{@liateth, elizabeth} {wnkep, donkey}
{Pevro, pedrd} {own, own'}

{Mouftine, modesting {teev, feed}

Consider the truth in this model of the two readings (b) an@{¢41a), in which
the number and (vacuous) cardinality restrictions havalse@pressed:

(41) a. Every farmer owns some donkey.
b. Wx[farmerx — own(skjonkeg)X]

c. vx[farmerx — owr (sl{jgnkey)x]

In the case of (41b), the formula stripped of the quantifiertams a saturated
generalized Skolem ter®kjonkey, SO Rule 3a says there has to be a non-trivial
extension taCp to skjonkey SUch that for all object symboksin L the extension
satisfiedfarmera — owr (Skyonkey)a@, according to rule 2d. The interesting exten-
sions are those whesyonkey Names eithePeara, SMowftine, or Martwelton, and the
interesting object symbola are thenanné, bes$ andelizabeth None of the
extensions satisfies the sentence, so it is false in the model

In the case of (41c), the formula stripped of the quantifiertams only an

unsaturated generalized Skolem teehé)gnkey in which x is unbound, so under
rule 3a,C = (p. Rule 3arequires us to ask directly whether for all objectlsgls
ain L, (¢ satisfiesfarmera — owrl (sl{f))nkey

a areanné, bess andelizabeth for each of which we are required by rule 1a

)a. Again, the interesting cases of

to find an extension to the now-saturated generalized Skdem thatsl{j?nkey

satisfies the ownership relation and the donkey restriction
In the case of€lisaketh, extending tofMartwelton does so. In the case @ime,



SURFACE-COMPOSITIONAL SCOPEALTERNATION 23

extending either t@eute or to Mowftine does the trick. (Smcel{mkey is not set-

valued, the maximal participants condition in 1¢ does n@yapere.) However,

When we come to evaluatavr (s k;iiéey)bess there is no such extension, so this

sentence also is false in the model.

Now consider the donkey sentence (21) and its interpretdf8), repeated
here, in which the number and cardinality restriction of tive identical skolem
terms have again been suppressed:

(42) vx[farmerxa owrfslé X — feed(pro slé

onke onkey

As in the case of (41c), the Skolem tem{j;nkey is unsaturated, so that under
rule 3a,C = (o. By rule 3a,(, satisfies the sentence if and only if for all object

symbolsain L (p satisfiedfarmeraA owr Sl{jonkey a— feed(pro Sl{jonkey

The interesting cases aae= anné anda = elizabeth By rule 2d, every exten-

sion (p to the now-saturated Skolem terms common to antecedentarsgguent

ann . . . .
such ass Onk‘Zy that satisfies the former must satisfy the latter. The irstiang

extensions, once the Skolem terms are unpacked by rulesdlatarare by the
pairs { Peoto, sl{jo':]';‘iy} {Moxttine, s ‘Z’;’;‘Zy} and { Marwelton, sSKEZ2M1  They

onkey
satisfy the condition of rule 2d, so this sentence is truéis inodel.

By stipulating thatall extensions that satisfy the antecedent must satisfy the
consequent, rule 2d yields the “strong” reading: the sexgevould be false in a
model identical in every respect except for the relationlacking the pair @une,
Pevra}—-that is, including a farmer who feeds some but not all ofrtdeinkeys.
The reader will easily be able to convince themselves tleaséime holds for (48),
If a farmer owns a donkey, she feeds it

Such variants of the standard donkey sentence as E22yybody who has a
facemask wears,igive rise to the “weak” reading—that is, they appear to be tr
in models in which people who own facemasks wear one but hof #lem (that
is, where the paif@me,Pevra} is deleted from the relatiofies, and the follow-
ing pairs and extensions are substituted in the correspmed® and the earlier
example):

(43) {taemer, person}
{wnkep, facemasiy
{teev, wear'}

(P, sk )

, anné)
{jMUmtmt S acemad&

{ Marwelton, sl{ae'c'g;k;ests
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The present model theory does not account for the weak rgadin

The reader can easily satisfy themselves that adding aoelkatt consisting
of the single paif{@ume, Pearo} to the original model, and adding the pdlrat,
beat} to the original correspondeng, to obtain a model in which every farmer
does not beat some donkey he or she owns, correctly faildisfysthe stronger
requirements of (50b), the translation of (50&) farmer who owns a donkey
beats it

4.5 Remarks

The above examples show this model theory to be less straiagdttmay have
seemed. The way that rule 1b “unpacks” generalized Skolemstento a Skolem
term object name and a predication of the relevant restricterm p and car-
dinality conditionc over it simply transfers part of the burden of logical-form
building from derivation to interpretation (cf. exampleédj2. The last condition
c in rule 1 ensures that verifying set individuals are maXipaticipant sets, in
the sense used in section 10. The conditian cardinality of certain plural set
individuals must be checked independently from the maxipaalicipants prop-
erty, via condition 1b. (This move similarly transfers sdhirg like the approach
to maximal participants of Zucchi and White (cf. 2001, p.2Z%6) from logical
form to interpretation.)

Otherwise, the truth conditions for a formula of L are the saas for a
standard formula of FOPL with existentially quantified wdnies in place of the
Skolem terms, apart from cases where one or more saturatedajeed Skolem
terms that are not yet in the range©fccur inside universal quantification (rule
3), or on both sides of the conjunctive connectives (ruled)2@s in the crucial
case of donkey sentences. In these caSenust be extended immediately to all
and only those generalized Skolem terms to satisfy the tiondiin the rule. In
the case of universal quantification, this reflects the stethtteatment of skolem
terms that are independent of the quantified variable agestially quantified
outside its scope. In the case of conjunction and implicafwehich we shall see
below is also conjunctive), this amounts to treating cogfiom as a form of im-
plicit universal quantification.

In all other cases, and in particular in the grounding casatofic formulee
without generalized Skolem terms and cases where all gizerté&skolem terms
are already inC, the extensiorC”’ referred to in the rule is simply itself. The
business of extension to amyhergeneralized Skolem terms must be deferred to
a lower level of the recursion. The fact that we have definedestttensions of
as including( itself allows us to treat these conceptually distinct casessingle
rule.

Note 18 points out that the present model theory could bepsé yield weak readings rather than
strong. However, it is argued below that the weak readingishioe accounted for by embedding the
present logic in a dynamic logic in the sense of Harel 1984.
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A little more needs to be said about rule 2d, the form of whigtdictated
by donkey examples like (21), as discussed in the last sectid. Here too, we
need to handle the case where there is a hitherto unassigheedted generalized
Skolem term in both antecedent and consequent. If ther&herall values for
the Skolem term must satisbothantecederdndconsequent, or there must be no
value that satisfies the antecedent. This amounts to agpiiyentruth conditions
for vx.[Y(x) — (Y(x) AZ(x))], or equivalentlyyx.[-Y (x) V (Y (X) A Z(x))].18

Treating implication in this way means that we lose the itat®quivalence
of Y — Z to (=Y) VZ. In particular, the following formula means that there is
either no donkey that Elizabeth owns, or that she feeds samkey, rather than
that if she owns one, she feeds it (cf. (31c)):

(44) (—owrlskyonkeyelizabeth) v feedskyonkeyelizabeth

However, in this respect, the model theory seems simply todesgto the linguistic
facts: whatever the following sentences mean, they do rewhge be equivalent

in any sense tdf Elizabeth owns (does not own) a donkey, she feeds (does not
feed) that donkey®

(45) a. #Either Elizabeth doesn’t own a donkey, or she fetgti®idonkey.
b. #Either Elizabeth owns a donkey, or she doesn’t feectiditnkey.

Similarly, the following example from Abbott (2004) doesaéem equivalent to
If Alice comes, Bob will too

(46) #Either Alice won't come, or Bob will too.

These observations are merely representative of very widas dissatisfac-
tion with the Philonian definition of the natural languag@divional in terms of
material implication. For nearly two and a half millenia ngeations of students
have balked at the idea that the mere falsity of the anted¢eeleders a conditional
true, the anomaly that provided one of the major impulsegoihe development
of modal logic and intuitionism. Jackson (1979) points battthe circumstances
under which it is natural to assert the ordinary indicativeditional ‘If P then Q’
are those in which it is natural to assert ‘Either not P, or & @fi. Having noted
that, given “the standard and widely accepted truth fumetiaefinitions of ‘not’,
‘or’, and ‘and’,” =PV (P A Q) is truth-conditionally equivalent to material impli-
cation, Jackson proposes to repair the deficiencies of ttex a terms of con-

"8t is this particular detail of rule 2d that makes the donkeyptence false if owners of multiple
donkeys fail to feed all of them. Another version of the matielory is possible in which 2d is defined
in terms of the existence afomeextensionC’ to common saturated generalized Skolem terms that
satisfies botlY andZ. The latter version would mean that the facemask sentertjeig2rue even
though multiple facemask owners wear only one of their faxsms, leaving the stronger reading of
the donkey sentences to pragmatics.

%0ddly, examples like the following do seem equivalent todhieesponding conditional—cf. note 12:
(i) Either this house doesn’t have a bathrgoor it/the bathroomis in an unusual place.

Both this reading and the unusual possibility of pronomiaahphora and definite reference inside
negation seem to depend on the idea of “the bathroom thaebassallyhave.”
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ventional implicature and a notion of “robustness” withpest to the antecedent
defined in terms of probability which need not concern us h&g contrast, in
the logic defined here, certain cases that involve genechftkolem terms on both
sides of the implication engender a truth-functional défece which requires this
more natural definition. More generally, this seems to beattnent of implica-
tion that would be necessary in any logic that treats negatituitionistically, as
failure, as is standard in logic programming.

While the present theory remains entirely neutral as betvetgssical and in-
tuitionistic interpretations, the latter is a very natuoale to adopt under present
assumptions. In particular, once we equate negation ahaldathe fact that con-
junction, conditionals, and disjunction are all “filters presuppositions,” obey-
ing the conditions stated by Karttunen 1973, 1974—cf. He#83land Beaver
1997—follows immediately, including asymmetric projectiby the conditional
and the symmetric versions of conjunction and disjunctiérfurther desirable
consequence of this treatment of connectives is that theereativity property of
all the quantifier determiners considered here (see Keamh8tavi 1986) follows
immediately from the fact that their logical forms includeetconnectives and
=.

5 RELATED APPROACHES TADONKEY SENTENCES

If we abstract away from the specific involvement of geneeali Skolem terms,
the present analysis of donkey anaphora has some obviouagiedfito earlier
attempts, and in particular to a form of DRT in which discaursferents are
generalized Skolem terms, expressing relations of deperydEmong individuals
in the model, rather than variables over such individuais asandard DRT.

In particular, the present theory shares with DRT the prigpafitreating don-
key pronouns as standard unbound discourse pronounss; tAfimeas some more
exotic object like a definite or a functional entity, and of@asiating existential
force with a donkeyvia the interpretation procedure. (Heim 1990:137 notes tha
these properties are logically independent of the dynaspeets of DRT).

Kamp 1981/1984 overcame the difficulty concerning the nedacopes of the
universal and existential by in essence translating theeusal donkey sentence
(21) into the same representation as the conditional ve(di®), and then building
a universal into the implication condition (cf. Kamp and Re$993:177). This
tactic amounts to universally quantifying over farmer-kew pairs, and encoun-
ters the “proportion problem” posed by models in which thisrene farmer who
owns many donkeys and feeds all of them, and two farmers whoome donkey
which they do not feed, and variants of (21) like (29a), r¢pe&ere:

(47) Most farmers who own a donkey feed it.

Kamp and Reyle 1993 tried to escape the proportion problemaking the
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DRT implication condition for quantifiers a duplex, quanitifg only over farmers.
However this move had the effect of imposing the weak readim¢ghe standard
donkey sentence (21) (Kamp and Reyle 1993:421-425). THisde Eijck and
Kamp (1997:222-225) to reintroduce generalized quantifterpretationsin DRT
for all quantifiers except indefinites.

There are some close affinities between van Eijck and Kampespretation
for generalized quantifiers and the present model theotetament of impli-
cation (including the implicit universal and the equivalenof implication to
-PV (P A Q)—see especially their strong-reading-inducing definit{gf)). In
other respects the theories diverge. In particular, thegetheory allows us to
assume that (47), like (21), quantifies over farmers who oamkdys, as in (29),
rather than farmer-donkey pairs, as detailed later in sactD. Thus to the extent
that the present theory can be seen as a form of DRT in therggineral sense of
Heim 1990, itis a variant distinguished by escaping the priign problem, with-
out resorting to such problematic complications to the nhiduory as “minimal
situations” involving farmer-donkey pairs, while stillglling strong reading®.

Under these assumptions, and the account of implicationemtodel theory
of section 4, the analysis of donkey anaphora via genethisk®lem terms also
explains the variants of the donkey sentence (21), merdiah€30) and repeated
here, whose translation is as in (48c):

(48) a. A/any farmer who owns a donkey feeds it.
b. If a/lany farmer owns a donkey, she feeds it.

C. OWdSkdonkeySk‘armet’ - feed(prdskjonkey)(prdsk‘armet’)

Because of the semantics of the conditional defined in rulef #lie model theory
in section 4, neither farmer nor donkey are referential divildual-denoting like
the Skolem constants in sentences like the following:

(49) a. (Today,) a/*any farmer bought a donkey.
b. buys"donkeysk‘arme(

Instead, like the DRT of Kamp and Reyle 1993, the model theemeloped in
section 4, rule 2d, requires thatl instantiations of generalized Skolem terms
(a.k.a. discourse referents) that satisfy the antecedemtconditional also sat-
isfy the consequent. The fact that the dominant and postikelpnly reading of
(48a,b) is as statements about all farmers and all donkeysfaemer owns, rather
than about a specific farmer like (49), is thereby explaimsdn DRT.

Similarly, the salient interpretation of sentence (50a) ba captured using
generalized Skolem constants, as in (50b):

“Another approach related to DRT, Dynamic Predicate Logiel{PGroenendijk and Stokhof 1991)
achieves similar effects by retaining the notion of gerieedl quantifiers, but at the expense of dynam-
ically generalizing the notion of scope itself. For prespatposes we can consider this approach as
equivalent to van Eijck and Kamp 1997.
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(50) a. No farmer who owns a donkey beats it.
b. _‘(beat(prOISkdonkef/)Slﬁy.farmery/\owrfslgonkey)

The formula (50b) is true according to the model theory ofised4, rules 2a and
1, in models where you cannot choose a farmer who owns a dasudaythat the
farmer beats that donkey—cf. the later discussion of (109).

We will defer further discussion of negation to section fhere syntactic
polarity is introduced.

It is sometimes argued that “quantificational adverbial'difiers such asisu-
ally or mostlybehave the same way as (47) with respect to proportion proble
inducing models in examples like the following (which origite with Lewis
1975):

(51) a. Any/afarmer who owns a donkey usually/mostly feeds i
b. If any/a farmer owns a donkey, she usually/mostly feeds it

However, opinions differ as to whether such sentences dacirnhfave the reading
corresponding to quantification over farmers like (47)heatthan over farmer-
donkey pairs like (48), with Lewis himself and Kamp and Rey®®3:645 inclin-
ing to the latter view.

It seems likely that these adjuncts in fact translate as guntgparaphrasable
as “probably” or “in most cases.” If so, the prediction of ffresent theory is that
the variants in (51) should behave as Kamp and Reyle 1998 ¢ldih respect
to such models, since according to the model theory of sedtiashe conditional
with indefinites has the effect of quantifying over farmemétey pairs. This result
is therefore a consequence of the semantics, rather thgpuéasibn that could be
specified otherwise.

In regarding the indefinita donkeyas referential/functional rather than quan-
tificational, the present theory also resembles the disesteferent based propos-
als of Karttunnen (1976), Fodor and Sag (1982); Fodor (198Rierchia (1992),
in part, and Park (1995, 1996). In regarding the ability @& tliscourse pronoun
to refer to the dependent donkey indefinite as dependingsdpeing within the
scope of the universal that binds the latter, it also resemtile account in Rein-
hart 1987:156-159.

The specific proposal to translate indefinites as genethiBi®lem terms is
anticipated in the early work cited above. The present veri closely related
to Chierchia 1995a , and Schubert 1999, 2007, and to the Elrainction-based
approaches of Reinhart (1997), Winter (1997, 2001, 2004, Kratzer (1998).
The present proposal differs from all of these theories ikingall quantifiers
unambiguouslyeither generalized quantifiersr Skolem terms, and in treating
both group-denoting definites/indefinites and counting imats uniformly as the
latter—cf. Kratzer 1998:192, Winter 2001:166. We shalliratto the comparison
with Kratzer and Winter later, in the light of the discussmfrintermediate scope
in section 7.3.
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The present proposal is more distantly related to the “Eetgpnoun,” ap-
proach originating with Evans (1977) and Cooper (1979) dablerated by Heim
(1990), Kadmon (1990), Chierchia (1992, 1995a), and marentty by Elbourne
(2001, 2002), Abbott (2002), and Buring (2004). Under sapproaches, the
pronoun is assumed to take on a distinctive non-quantifinatireading just in
case it c-commands an indefinite, embodying a definite mgastjoivalent tahe
donkey that x ownshe donkeyorthat donkeyconstructed by a syntactic transfor-
mation (Heim), or by reference to the head ﬁ))rof the antecedent (Chierchia),
or by copying and NP deletion (Elbourne). Such accounts tenshcounter a
“unigueness problem” with respect to models in which the piag from farmers
to donkeys is one-to-many, because of the uniqueness gresitipn of the def-
inite. For example, sentence (50)¢o farmer who owns a donkey beatither
fails to yield a meaning or is false for such models. For exasfike the follow-
ing, there are no models in which they are true, a consequsngeave as to have
made Heim (1982) temporarily abandon the E-type analydisegn

(52) Every woman who bought a sageplant had to buy eightetideng with it.

The standard technique since Heim (1990) for E-type theddesscape the
uniqueness problem has been to interpret subjectd&hlary farmer who owns a
donkeyas quantifying not only over individual farmers but also ote “minimal
situations” involving a single farmer-donkey pair, anditeirpret the pronoun as
referring tothe donkey in that situatiorHowever, as Heim (1990) herself pointed
out, this solution to the uniqueness problem immediatedyléeto a number of
further problems, because the definition of minimal sitadiis itself problematic,
as illustrated by the following example (adapted from He@9@), in which the
minimal situation needs to contain indistinguishablevialials:

(53) Every bishop who meets a(nother) bishop blesses him.

Other problems that have to be circumvented under the Efiypgosal, such as
the difficulty in constructing appropriate versions of tlesamed definite descrip-
tions with split antecedents (as in (54a), from Elbourneld0With disjunctive
or conjunctive antecedents (as in (54b), also adapted frinouEne 2001), and
the susceptibility of donkey pronouns to weak crossoveraf (as in (54c), from
Biring 2004):

(54) a. Every farmer who has a wife who owns a donkey loves them
b. Everyfarmer who meets Johnson or Monboddo likes him.
c. *Its lawyer will sue every farmer who beats a donkey.

Solutions have been proposed for all of these problems igithd papers. How-
ever, they considerably complicate both syntax and sewcgriti the present the-
ory, in which both the pronoun and its antecedent simply lhgenterpretations
that they bear in other contexts, without uniqueness astongp such problems
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do not arise. These are simply the things that normal progaund indefinites do
anyway.

Elbourne and Buring also address the question of strictsémpy anaphora
over donkey sentences in VP ellipsis. In (55a), adapted fthourne, in which
this anaphora appears to be strict and cannot be sloppyigthiae priest feeds the
donkey that the farmer owns, not one that he owns himselfcdyrast, in (55b),
also from Elbourne, the sloppy reading appears to be avaitaid preferred.

(55) a. Every farmegrwho owns a donkeyfeeds i, and the local priest may
[feed if] too
b. Almost every student who was awarded a gracecepted it but the vale-
dictorian didn’t faccept if]

In the terms of the present theory, one would not expect amgt &f true bound
intersentential anaphora to dependent Skolem donkeyse #ire pronoun is by
definition outside the scope of the universal. It is therefooteworthy that such
anaphorais also possible across sentential boundarieghesfollowing example
from Elbourne (2001):

(56) Every farmer who owns a donkdgeds if. The local priest feeds;ittoo

The latter pronoun really does seem to have a translatienthikt of a E-type
definite, whose antecedent is something like “the donkeywgstjon”. However,
such anaphora is very different from the earlier semanyidadund cases.

Itis a measure of this difference that in order to explaindifierence between
(55a) and (55b) in terms of an E-type pronoun account, Elb®and Biiring have
to assume that the situation implicit in the former does npip®rt a presupposi-
tion that the priest in that situation has a donkey but ddesvailim to feed other
people’'s donkeys, while in the latter, the implicit sitwatisupports the presup-
position that the students that were awarded prizes inciuding one particu-
lar student among them, the valedictorjazan accept or declinenly the prize
that they have been awardedhis is all perfectly reasonable, but the situated
presupposition-based mechanism used by Elbourne to expiai readings anal-
ogous to strict and sloppy anaphora are available in thepE-tiyeory also offers
an explanation for why they are availablenon- E-type accounts of these sen-
tences such as the one offered here. By the same token, @hslply an error to
equate these readings with semantically bound anaghora.

The present theory shares with many of these theories @imguElbourne
2001) the assumption that the “strong” reading in the dordkegmple (21) is
primary, and that the “weak” reading characteristic of theefmask example (22)
arises from the pragmatics of events and situations, anthfaeences we draw
on the basis of world knowledge. For example, it is world kiexige that tells
us that the act of feeding one donkey one owns leaves unadf¢ioe reasons and

%'The present paper continues to be agnostic as to which stisafivide paycheck sentences belong.
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preconditions for feeding other donkeys one owns. On therdtland, the act
of putting on a facemask obviates the reasons and preconslifior putting on a
facemask, so the found example (2Byerybody who has a face mask wears it
behaves differently?

The present propoposal is more distantly related to appesisased on scopal
underspecification (Kempson and Cormack 1981). Althougtegdized Skolem
terms are lexically unspecified as to scope, their spedificas determined by
surface derivation, rather than post-derivationally.

Finally, the relation to environment-passing accountagisitorage and the
accessibility relation of Farkas (2001) is apparent from hodel theory in the
preceding section. The main difference is that the intertacCCG syntax devel-
oped in the next section, 6, obliges generalized Skolemséonte terms irall
variables bound by operators in whose scope they fall afiitie of specification
(cf. Farkas 2001, 57, ex. (35)). Itis this property of thergnaar (which is not
represented at all in the model theory for the formulae thsuiltfrom this process
of specification) which captures grammatical constraintpossible readings via
syntactic combinatorics. This property has important eguences for the analy-
sis of the available readings for the Geach sentence (10fh&melated examples
discussed in section 11.2, and for the possibilities fotetimediate scope” dis-
cussed in section 7.3, and it is to the grammar that we now turn

II: SYNTACTIC CONSTRAINTS ONQUANTIFIER SCOPE

6 COMBINATORY CATEGORIAL GRAMMAR (CCG)

CCG is a form of lexicalized grammar in which grammaticategoriesare made
up of: a) a syntactic type defining valency (the number of arguts if any) and
the type of the result, the linear order (if any) of those angats, and the order (if
any) of their combination; and b) a logical form. For examihe English intran-
sitive verbwalkshas the following category, which identifies it as a functieom
(subject) NPs, which the backward slash identifies as orefhdrto sentences

22Example (22) is of course related to the “dime and parkingemiexample of Schubert and Pelletier
(1989),Everyone who had a dime put it in the parking metehas been proposed that the difference
stems from the involvement of an event or stage-level pegejas opposed to the stative or individual-
level predicate in the standard donkey sentence. Howeltleough the property of voiding their own
preconditions is frequently associated with stage-levedligates, it is not invariably so. For example,
the preconditions for selling shares in a financially ungbaompany are not voided by the sale of a
single share, so the following stage-level sentence hamplication parallel to the standard donkey
sentence:

(i) Every manager who owned a share in Enron sold it.

A calculus for representing such dynamic aspects of eventsrins of the dynamic logic of Harel
(1984) is discussed in Steedman 2002.

“This is the “result leftmost” convention for function cates. There is an alternative “result on
top” convention, due to Lambek.
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(57) walks :=S\NPssg: Ax.walk'x

The feature-value indicated by subscr@8Gon the subject identifies as bearing
third person singular agreement. Where agreement is arnbgyas withwalked
orisirrelevant, it is suppressed in examples.

The interpretation of categories such as (57) is written &¢exrm associated
with the syntactic category by the operator “:". We assaiatth the proposi-
tional body of verb interpretations an environmehivhose value as in the model
theory of section 4 is a set of operator-bound variable ifierd. When the envi-
ronment is the empty set, as here, we may suppress it in tladiorot Thus, the
above category is an abbreviation 8N Pssc: Ax. [walk x|t}

We make the following assumption about environment passten a func-
tion with environmentF applies to an argument with environmettthe environ-
ment of the argument in the resulting If is the uni®ru 4 of the two. When the
resulting environment of the argument is the same as thateofuinction (that is,
when the environment of the argument before reduction wastydmwe suppress
the environment of the argument in the notation.

The transitive verladmireshas the category of a function from (object) noun-
phrases (which the forward slash identifies as on the rigit) predicates or in-
transitive verbs:

(58) admires :{S\NPssg) /NP : AxAy.admirexy

Juxtaposition of function and argument symbols in logicahfs as inadmirex
indicates function application as before. The conventibiheli associativity
holds, according to whicadmiréxy is equivalent tqadmiréx)y. Such predicate-
argument structures can therefore be thought of as treetstes like the follow-
ing, over which a standard notion of structural command @adddfined:

(59)

admire’ x y

Again, empty environments are suppressed, sodtatiréxyin (58) abbreviates
[admiréxy]}. However, not all verbs begin life with empty environmeritgen-
sional verbs likeseekscontribute an intensional variable linked to their subject
which we will write iy here and leave explicit:

(60) seeks :¥S\NPssg)/NP: AxAy.[seekxy] iy}

Under the above assumption concerning environment-pgadsia application of
this function to arguments will make their environment timéom of those of each
argument with the seftiy}

In the case of (58), the syntactic type is simply the SVO dioaal form of the
semantic type. In other cases categories may “wrap” argtsneto the logical
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form, in a lexicalized version of the analysis of Bach (197980), Dowty (1982),
and Jacobson (1992). For example, the following is the cayegf the English
ditransitive vertshowecd?*

(61) showed :X(S\NP)/NP)/NP: AxAyAzshowyxz

The reason for doing this is to capture at the level of logfoain the binding
theory and its dependence on the c- or If-command hieranchyhich subject
outscopes direct object, which outscopes indirect (dptifagect, which outscopes
more oblique arguments. The interpretatioof the first argument of (61), the
indirect object is commanded lyythe direct object, in the logical forshowyxz
Having the accessibility hierarchy directly representedhis way allows us to
capture binding asymmetries like the following in terms ohdition C, which
prohibits an anaphor likeach otherfrom c- or [f-commanding an antecedent like
people

(62) a. |showed people themselves/each other.
b. *I showed themselves/each other people.

In SS&], this is done by defining the interpretation of anaphoricuargnts
at the level of logical form as terms of the foramax, with x a variable bound
to the antecedent. Such terms are a form of pro-terms, amntde PRO in
transformational theory. The equivalent of c-commandé€leailed If-command)
can then be defined as follows:

(63) Lf-command
A nodea in a predicate-argument structure If-commands anothee gafi
the node immediately dominatingdominate3 anda does not dominate
B, orif a is the argument in a pro-term and the pro-term If-commdghds

The relation “dominates” is defined as the transitive clesaft'immediately dom-
inates”.

A system of lexical rules is assumed, whereby base forms aséhfinitival
verbs are mapped by default onto a family of inflected formsr éxample, the
default rule for (agentive) passives, applying in the abseaf positive evidence
of irregularity, might be written as follows, wher¢$” schematizes over zero or
more rightward arguments, over and above subject and fiestial argument, and
“...” schematizes over the corresponding semantic argtsnen

% modality on the accusative argumentgife prevents overgeneration of heavy shifted dativde*
gave a flower a very heavy policemamhe empty environment i(shovV/yxz]{} is suppressed. The
present analysis differs from that of Bach and colleaguemaking WRAP a lexical combinatory
operation, rather than a syntactic combinatory rule. Onauighge of this analysis, which is discussed
further in SS&| is that phenomena depending wRAP, such as anaphor binding and control, are
immediately predicted to beoundedohenomena.
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(64) verb := ((S\NP)/$)/NP: AXA... Ay.verb' ... xy

=LEx verb+-en = ((SppT\NP)/PPBY)/$
:A.. AyAX.verb'...x oné Aon€ =y

A similar rule, instantiated here with the verb “hang” theicentral to (17), gives
middle or unaccusative verbs from transitives:

(65) hang :=(S\NP)/NP: AxAy.hangxy
=Lex hang :=Svip \NP: Ax.handx oné

Such rules may or may not be associated with explicit momipolin English
it is one category of the morpheme “-ed” that embodies rudg,(but (65) is an
example of a lexical rule with no morphological reflex in Eisgl

By a similarly lexicalized analysis derived from propogayKeenan and Faltz
(1985) and Reinhart and Reuland (1993) (whose details wepads over here,
referring the reader t&S&|, chapter 2), the logical forms corresponding to (62)
come out as the following:

(66) a. showi(andpeoplé)peoplé’
b. *showpeoplé(andpeoplé)i’

The second of these is in violation of condition C, becaus®agrmandpeoplé
If-commands its antecedepeoplé under the left associativity convention of
note 1.

Categories like (57) and (58) can combine by a number of “doatbry” syn-
tactic operations to assemble such interpretations. Timbawtory rules of CCG
are distinguished from transformations by being striciipe-dependent, rather
than structure-dependent.

The simplest such operations corresponfilitictional applicationand can be
written as follows:

(67) The functional application rules
a. X/ Y:f Y:a = X:fa (>)
b.Y:a X\Y:f = X:fa (<)

Under the earlier assumption concerning environmentipgsthe semantic com-
ponent of every combinatory rule makes the environment efafyument the
union ¥ U 4 of the environments of the input ternisanda, so this detail is omit-
ted from the notation. As usual if any of these environmestsmpty it can be
suppressed by convention in derivations.

The present paper follows Jacobson (1990, 1992), HeppkOj18aldridge
(2002), and Baldridge and Kruijff (2003) in assuming thdésiand function cat-
egories are “modalized,” as indicated by a subscript orhslasBaldridge further
assumes that slash modalities are features in a type higrat@awn from some
finite set?. The modalities used here aé = {x, o, x, -}. The effect of each
of these modalities will be described as each of the combigatiles and its in-
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teraction with the modalities is described. The basic tidniis as follows: thex
modality is the most restricted and allows only the mostdagpiplication rules;
© permits order-preserving associativity in derivatiorsallows limited permuta-
tion; and- is the most permissive, allowing all rules to apply. Thetielaof these
modalities to each other can be compactly represented gihidrarchy given in
figure 62°
*
N

\/

Figure 1: CCG type hierarchy for slash modalities (from Bialde and Kruijff
2003).

We will by convention write the maximally permissive slaskiend\. as plain
slasheg and\ omitting the dot. This allows us to continue writing the caiges
that bear this modality, such as that of the transitive v6&),(as before.

The application rules (67) allow derivations equivalentitose of traditional
context-free phrase structure grammar (CFPSG), like theviing, in which all
environments are empty and suppressed in the notation:

(68) Harry admires Louise
NP: harry (S\NP3sg)/NP: AxAy.admiréxy NP: louis€
S\NP3sg: Ay.admirélouis€y
S: admirélouis€harry

CCG includes a number of further more restricted combiryedperations for
combining categories. They are strictly limited to vari@asnbinations of opera-
tions oftype-raising(corresponding semantically to the combinalQr composi-
tion (corresponding to the combinatBi), andsubstitution(corresponding to the
combinatoiS), with the first two doing most of the work.

Type-raising turns argument categories suchN&sinto functions over the
those functions (such as the verbs (57), (58) and (61))&katdan NP as first argu-
ment, into the results of such functions. In particular, we@ncerned with the
two “order-preserving” instances of type-raising that banwritten as the follow-
ing lexical rules, wher& is a (function into) an argument category (such\gd
of typee (such a®), $ is a (possibly null) set of syntactic argument typeslisas
N), while T is any lexical syntactic category of semantic tymnd T/(T|X) is a
function of type((g, 1), T:

**The use of a hierarchy such as this as a formal device is afiand instead could be replaced by
multiple declarations of the combinatory rules.
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(69) a. X$ =rex T/A(T\X)$
b. X$ =|ex T\i(T/iX)$

(Thei on the slashes is a variable over the modality of the slash@adtual argu-
ment of the raised category—that jsx, ¢ or x, and is suppressed in derivations.)
For example, NPs likélarry can take on such categories as the following:

(70) a. S/(S\NPssg) : Ap.p harry

b. S\(S/NP) : Ap.p harry

c. (S\NP)\((S\NP)/NP): Ap.p harry

d. &c.
These categories are order-preserving in the sense tha mbisence of any other
changes to the grammar they admit exactly the strings tleaadmitted by the
ground categoriNP, such adHarry walks andHarry admires Louise

Type raising must be restricted to ensure decidability, angbractice X
in (69) can be strictly limited to the class ghrasal argument categories
NP, AP, PP, VP, Sand S and their various inflected subtypes, while T is re-
stricted to the set of function types that exist in the lericdn (69) we have
assumed that type-raising is a lexical rule that compilpsaising into the cat-
egories for proper names, determiners, and the like, in wvbase their original
ground types likeNP, NP/N, etc. can be eliminated. Type-raised categories tend
to take up a lot of space, so we will often abbreviate the erttipe-raisedNP
schema (69) adlP!, the correspondin@P schema a$P!, and so on, usually
spelling out the relevant instance of the schema in full inva¢ions?®
The inclusion of composition rules like the following as Wa$ simple func-

tional application and lexicalized type-raising engesdepotentially very freely
“reordering and rebracketing” calculus, engendering aegalived notion of sur-
face or derivational constituenéy.

(71) Forward compositior{>>B)
XYt Y[Z:g =8 X/[Z:Af(9X)

For example, the simple transitive sentence of Englishtlivagqually valid sur-

face constituent derivations, each yielding the same &darm (as usual, trivial
environment-passing is suppressed):

(72) Harry admires Louise

S/(S\NP3sg) (S\NP3sg)/NP:  S\(S/NP)
:AMf.f harry  AxAdy.admiréxy : Ap.p louisé
B

S/NP: Ax.admirex harry>
S: admirélouis€harry’

*This is actually the way wide-coverage CCG parsers hangiie tgising, instantiating type-raised
categories via unary rules at the point in the derivation ietltbey combine (see Hockenmaier and
Steedman 2002, Hockenmaier 2003, Clark and Curran 2004).

#’Again, the environment of the resulting function is the unibU G of the environment® and g of
the two inputs.
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(73) Harry admires Louise
S/(S\NPssg) (S\NPss)/NP: (S\NP)\((S\NP) /NP)
:Af.f harry  AxAy.admiréxy : Ap.p louis

S\NP3sg: Ay.admirélouis€y
S: admirélouiséharry

In the first of theseHarry andadmirescompose as indicated by the annotaticB
to form a non-standard constituent of tyBENP. In the second, there is a more
traditional derivation involving a verbphrase of tySeNP. Both yield identical
logical forms, and both are legal surface or derivationaistibuent structures.
More complex sentences may have many semantically eqoivdégivations, a
fact whose implications for processing are discussesHn

Rule (71) is restricted by the modality, which means that it cannot apply
to categories bearing the or x modalities of Figure 6. Crucially, “crossing”
composition rules, in which the directionality of the conspd functions differ, are
also allowed in CCG, unlike the Lambek Calculus. An examslte following
rule, required for the “Heavy NP shift” construction in Eisi?

(74) Backward Crossed Compositi¢a B )
Y.Z:g X\,Y:f =g X/[Z:Axf(gx)

Such rules increase the expressive power of the formaligimettmildly context-
sensitive” class identified by Joshi, Vijay-Shanker and\{&991). For a lan-
guage like English, they must be narrowly restricted by thmodality, because
they have a re-ordering effect.

There is a third and final class of combinatory operationschvialso occur
in harmonic and crossed forms. We defer discussion of thagjuistic motivation
until a later section but we will need the following instasce

(75) Forward Substitutior{>S)
X)) Z:f Y[Z:g =s X/LZ:AX.fX(gx)

>

(76) Backward Crossed Substituti¢aS )
Y/Z:9 (X\,Y)LZ:f =s X/[Z:ATX(gX)

The principles under which these particular instances@ttimbinatory rules are
allowed, together with the two other instances of each tfetraade available by
Universal Grammatr, is discussed at lengtisihand Baldridge 2002.

This theory has been applied to the linguistic analysis dfaumded depen-
dencies in English and many other languageS&l, Steedman 1990, 2000za;
Hoffman 1995; Bozsahin 1998; Komagata 1999; Baldridge 12082, Trechsel
2000). For example, since substrings Ittarry admiresare now fully interpreted
derivationalconstituentsthen if we assume that object relative pronouns have the

»SeeSS&l Again, the environment of the resulting function is theamir U gof the environments
F and g of the two inputs.
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following category, then we not only predict that such fraants can form relative
clauses, but also that they can do so unbound&dly:

(77) who(m), which, that :¥N\ N)/(S/NP) : AgQAnAy.nyA qy

(78) The saxophonist that Louise said she detests
(S/(S\NP))/N N (N\,N)4(S/NP) S/(S\NP) (S\NP)>Z>BS Y (S\NP) (S\NP)/L\I;
SiS SNP
S/NP -8
NN g
N
NP g

We can further assume that conjunctions el bear the following category,
in which T is any syntactic category,andq are of typet or any function inta:3°

(79) and :=(T\,T)/T:ApAg.[pA(q]

For the moment, we can assume that the conjunctidrschematises over the
usual pointwise recursion over logical conjunction (Gaziie80; Partee and
Rooth 1983), although later we will assume a more completeaséics due to
Winter (1996). Our standard assumption about environmassipg means that
the environment op andq in the result is the union of their environments with
that of the conjunction.

Non-traditional constituents of ty®/NP can also undergo coordination via
this schematized conjunction category (79), allowing a ement- and deletion-
free account of right node raising, as in (80):

(80) [Harry admires  and  [Louise says she detekta saxophonist

SINP  (TLT)T NP S(S/NP)
(S/NP)\,(S/NP)
(S/NP)
S

Thex modality on the conjunction category (79) means that it @aly combine

like types by the application rules (67). Hence (as in GPS&zdar 1981), this
type-dependent account of extraction and coordinatiompg®sed to the stan-
dard account using structure-dependent rules, makes thesathe-board condi-
tion (ATB) on extractions from coordinate structures a jcedn, rather than a

*The diamond modalities on this category and on the categofieleterminers adjectives and other
noun-modifiers prevent overgenerations such agéod that | met man-seeSS&I and Baldridge
2002 for discussion. Note that the modality permits such mmsition across NP and other island
boundaries. Such islands are discussed in section 8.5. Y¥e discussion of the semantics until
the section on quantification, except to note that it is algwsurface-compositional as the earlier
examples.

e do not treat multiple coordination here, as-reeman, Hardy, and WillisHowever, the approach
of Maxwell and Manning (1996), which treats comma as a castjan, transfers directly.
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stipulation, as consideration of the types involved in thiéofving examples will
reveal:

(81) a. A saxophonist [th@l\oN>é(S/Np> [[Harry admires}/np and [Louise says

she detestg]npls/nplny N

b. A saxophonist th@ﬁ\ON%(S/Nm *[[Harry admiresk/np and [Louise says
she detests hirg]]

c. A saxophonist thm\QN)é(S/Np) *[[Harry admires himk and [Louise says
she detestg]np]

These observations immediately suggest that CCG alreatiyp@ies a solution
to the problem posed by (10), in which we have noted that ttesipdities for
the right-node-raised object to take wide or narrow scope have an across-the-
board charactet

7 QUANTIFIER SCOPEALTERNATION IN CCG

Type-raising is also the operation that Montague used iraséios to treat quan-
tification in natural language, and capture phenomena giesexemplified in
(2). Itis standard in this tradition to translate expressitike “every farmer” and
“some donkey” into “generalized quantifiers”—in effect &anging the roles of
arguments like NPs and functors like verbs by a process d@-tggsing the for-
mer from typee to type (e — t) — t. Semantic type-raising is in fact closely
related to the notion of “(covert) movement to specifier posl’, since it gives
the nounphrase interpretation derivational scope ovepthperty of which it is
the argument.

7.1 Generalized Quantifiers and Skolem Terms

In terms of the notation and assumptions of CCG, the natuagltev incorporate
generalized quantifiers into the semantics of CG determjrggven the assump-
tion that type-raising is an operation of the lexicon, is ssign the following
category schema to determiners likeery making them functions from nouns
to type-raised nounphrases, schematizing over them usalR' abbreviation,
where the schematized types are simply the syntactic typeesponding to a
generalized quantifief’

1t has occasionally been suggested on the basis of some mafitpt noticed by Ross 1967 and
Goldsmith 1985 likewhat did you go to the store and hustow much beer can you drink and not
get sick? This is the stuff that those guys in the Caucasus drink evayyadd live to be a hundred
that the coordinate structure constraint and the ATB exeepdre an illusion. This argument has
recently been revived by Kehler (2002) and Asudeh and Cr¢R@82). It is discussed in Steedman
(2007) and Cormack and Smith (2005), but is omitted here astraction, although we will later note
some related claims concerning parallel restrictions @ngifier scope by Ruys (1993) and Sauerland
(2001).

**The » modality is required on all English determiners to preveritssed composition into them
analogous to that permitted for verbs (see Baldridge 2002).
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(82) every, each :NPg/Nasc: APAGA ... Vx[px — gx...] ™

Note that the environment of the resulting logical form iswtavial. Under our
standard assumption about environment-passing, the tplacapons of this cate-
gory to a noun propertp and a predicatg will add the newly quantified variable,
x to their environments.

These rules schematize over a finite number of differenedaigpes, via the
NP!, which ranges over the (in English, finite) set of all lexiaatl derived func-
tion categories ovelP. The dots ...in the schematized logical forms represent
the fact thafy may bind more variables thayand that these variables get passed
in to q (under a wrapping ordering convention discusse&B&l) (cf. Partee
and Rooth (1983)). The schemata also add the quantifierdoeanblex to the
union of the restrictor and predicate environments as tkie@mment of the whole
generalized quantifier result. (We will see this environtrassing in action in
example (89) below.)

Thus, (82) schematizes over the following categories, anmhers®?

(83) a. every, each :£5/(S\NPssg))/Nasc: ApAQ.Vx[px— gx]

b. every, each :%S\(S/NP3sg))/Nasc: ApAg.vx[px— qx X!
c. every, each :£(S\NP)\ ((S\NP)/NPs3sg)) /,N3sc

: APAG.AY.VX[px — gxy]

d. every, each :%((S\NP)/NP)\(((S\NP)/NP) /NPssg)) /,N3sc
: ADAGAYAZ VX[px— qyxZ

e. efc.

In derivations like (89) and (90) below, the interpretasiomill usually be spelled
out as the relevant specific instance. On occasion, wherastence is obvious,
we will abbreviate the syntactic type of a raised NFN4 to save space.

7.2 Skolem Terms

In contrast to the universal determiners, the interpretetiassigned to the indef-
inite determiners are not generalized quantifiers at alth&athey are Skolem
terms, initiallyunspecifieds to their bound variables, if arif.

We will write the underspecified translation af donkeyin (21) as
skolemdonkey. (The subscriph is a number unique to the nounphrase from
which the term originates, and distinct from any other ocence ofa donkey
Since there is usually only one occurrence of a given nowagghper example
is usually suppressed.) The unspecified forms of the gdnedsbkolem terms in
(26) therefore appear as follows:

*We shall see in section 8.1 that these categories are max@wiaspecified to exclude combination
with predicates with negative polarity.

*This is a different sense of underspecification to the scoplertspecification proposed by Kempson
and Cormack (1981) and much subsequent work in DRTS&der discussion.



SURFACE-COMPOSITIONAL SCOPEALTERNATION 41

(84) a. skolem(Ay.donkeyy A fat'y)
. skolem(Ay.farmery A owrl (skolemdonkey)y)
skolem(Ay.farmery A owrl (skolemdonkey)y ; As.|s| > 1)
. skolem(Ay.farmery A owrl (skolemdonkey)y ; As.|s| < 3)y)
. skolem(Ay.farmer'y A owrl (skolendonkey)y
; As.|s| > 0.5x|all’(Ay.farmery A owrl(skolemdonkey)y)|)

oD Qoo0oC

Specificatiorof an underspecified Skolem term of the foskolemp;c in-
volving a propertyp and a (possibly vacuous) cardinality conditiois defined
as an “anytime” operation that can occur at any point in a gnatrcal derivation,
to yield ageneralized Skolem terof the kind introduced in Part I, obtained as
follows.

First, let theenvironmenbf an unspecified skolem term be defined thus:

(85) The environmenk of an unspecified skolem term is a tuple comprising
all variables bound by a universal quantifier or other opariatwhose struc-
tural scopeT has been brouglat the time of specification, by the derivation
so far.

Skolem specification can then be defined as folldws:

(86) Skolem specificatioof a termt of the formskolemp; cin an environmenE
yields a generalized Skolem tesh?,p;c, which applies a generalized Skolem
functor Sk, p to the tupleZ, defined as the environment bht the time of
specification, which constitutes trgumentsof the generalized Skolem
term.

—wherenis a number unique to the nounphrase that gave risg@s a nominal

property corresponding to the restrictor of that nounpéyrasdc is a possibly

vacuous cardinality condition. The Skolem number is nolyngippressed. For
non-plural terms to which the maximal participants comulitioes not apply, there
is no cardinality conditions. Thus singular Skolem termes identified solely in

terms of the restrictor property and environmensbﬁ%. Where there are distinct

Skolem terms arising from identical nounphrases with thaesaestrictorp and

environmentt they will be distinguished by Skolem number as (sﬂ@ip, sk§5’p,

etc.

If there is more than one occurrence of a underspecified 8ktdemt de-
rived from thesamenounphrase in theameenvironmentE, as in the following
interpretation foiGiles owns and operates some don(&x), the above definitions
mean that they will necessarily be specified assdimegeneralized Skolem term

skl

(87) owrlskyonkeygiles A operatéskyonyeygiles

*The decision to make the arguments of the Skolem term theeegrivironmentz is forced by the
analysis of the Geach sentence (10) and related examplestinrs11.2.
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Rule (86) implies thaskolem is a function from properties likelonkey to

functions from environments likéx) to generalized Skolem terms Iile&xgjonkey.

Skolem specification thus resembles a derivationally ictstf form of the “exis-
tential closure” over choice functions used by Winter (198001). The present
theory differs from Winter in eschewing existential quéintition over the Skolem
functions, and in assuming thall non-universals are unambiguously translated
as generalized Skolem functions.

Determiners likea andsometherefore have the following category schema:

(88) a, an, some :N P;,SG/ONgse : ApAg.q(skolemp)

Syntactically and semantically, they have the same typleeageneralized quanti-

fier determiners (82). However, the unspecified Skolem tgrpears as the argu-
ment of the predicatgq, in order to bring it within the If scope of any quantifiers
that may eventually determine its specification. Unlike sasther theories that

treat indefinites as ambiguous between referential andesial readings, the

present theory assumes that non-universalabvaysSkolem terms, and never
quantificational.

In this schema, the underspecified Skolem tskolenp names the function
identified earlier from propertiep to entities of typee with that property, such
that those entities are functionally related to any intenal operators or universal
quantifiers that have scope over them at the level of logmathf as represented
in the environment. If the terrakolenp when specified is not in the extent of
any universal quantifie—that is, if the environment is eyapthen it yields a
unique individual-denoting constant. Such constants éreaope everywhere,”
and therefore give the appearance of wide scope quantificatithout benefit of
covert movement or existential quantification at the le¥dbgical form.

This ensures that for both the left-branching derivatiorreglified in (72)
and the right-branching ones like (73), we get both “widetl &narrow scope”
readings for existentials. For example, the following dve two readings for
the former, left-branching, derivation (those for thedattmore standard, right-
branching derivation are suggested as an exercise).

(89) Every farmer owns some donkey

S/(S\NPssg) (S\NP3sg) /NP S\(S\NP)
:Ap.vy[farmery — pyY}  AxAy.owrixy :Aq.q(skolemdonkey)

~B
S/NP: Ax.Vy[farmery — owr{xy] ¥}
S: y[farmery — owrf (skolendonkey)y] ¥}

S: vy[farmery — owrf sl{fgnkeyy} v}
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(90) Every farmer owns some donkey
S/(S\NPssg) (S\NP3sg)/NP S\(S\NP)
:Ap.vy[farmery — py|Y} AxAy.owrfxy :Aqg.q(skolemdonkey)
- T
S/NP: Ax.Vy[farmery — owr{xy] ¥} : M0.0(Skdonkey)

S: vyl[farmer'y — owrl (skyonkey)y] !

In (89), it is important that the logical form faomein (88) packs the restrictor
inside the generalized Skolem term, rather than predigatiseparately as in a
standard existential Generalized Quantifier. In (90), #wesn term indefinite is
a constant, rather than a function term in the bound variabiéts environment.

The fact that Skolem term specification is an anytime op@nadiso means
that we get both de dicto and de re readings for both deriatad (33),Harry
wants to marry a Norwegian

The fact that the present theory lacks any independent matiaquantifier
movement imposes strong restrictions on scope ambiguifiemiversals with
respect to intensional verbs. For example, the followingtesece is correctly
predicted to lack any meaning paraphrasable by “It seem®teay/each woman

is approaching®®

(91) Every/Each woman seems to be approaching.

7.3 ‘“Intermediate Scope”

Among all the other uncertainties surrounding the data eoring quantifier
scope, perhaps the most contentious concerns the paysdfilfintermediate”
scope readings for sentences with more than two quantifieeghe following:

(92) Every professor knows that every student read sometaicdook.

Among a number of other readings for (92), it has been claitndg possible to
obtain not only the obvious narrowest-scope reading (wheoks are dependent
on both professors and students), and the obvious widegeseading where
there is just one book in question, but also an “intermetlisgading of a kind
endorsed by Farkas 1981:64 (but rejected by Fodor and Sa?),1i@8vhich the
books are wide scope with respect to the students but naritiwr@spect to the
professors.

It would in fact technically be possible to obtain the intedrate reading for
this sentence in the present framework, if the process ofeBkspecification
were allowed to intervene between application of the déowal constituenev-

*There is a distracting but irrelevant interpretation unatbich “every woman” is interpreted as a set
entity equivalent to “all of the women,” of the kind found inlfous sentences like the following, said
of a specific group of women:

(i) #That is every woman.

However, such readings are not available for “each”, and atoseem to be quantificational. | am
grateful to Gosse Bouma for drawing my attention to examites(91).



44 DRAFT 6.2, JLy 2,2009

ery student readnd the objectome bookand beta-normalization of the resulting
formula, as in the following derivatio#.

(93) Every professor knows that every student read some book
SéS INP S\(S/NP)
s As.vx[professofx — knowssx X : Az vy[studenty — owr{zy ¥} : A\p.p(skolenbookK)
S: (Ap.p(skolenbooK)(AzVy[studenty — owrizy¥}) )
S: vx[professofx — knows( (Ap.p(skolembooK)) (Azvy[studenty — owrzy V) )x]<x>}
S:vxprofessolx— know&( ()\ ppsl{fgoK ........ (AzVy[studenty — owr{zyi¥})) )x ™

B

S: vx[professofx — knowsé(vy[studenty — owrfsl{fo)owy]{y? X

Such a strategem would also allow an intermediate readinghfo universally
quantified double-object construction, in sentences lilesfollowing.

(94) Some teacher showed every pupil every movie.

Besides the obviousvV andvVv3 readings, and a further possibility for specifying
some teachewhen every pupilhas combined but navery movigyielding a
reading in which teachers are dependent upon (are outsdnpgalipils, but are
independent of (outscope) movies, a fourth reading parall€93) in which a
possibly different teacher shows each movie to the wholss¢chaould arise from
the possibility of delayingg-normalization of the formula,

Rather surprisingly, this rather alarming strategem apgpeat to compromise
other constraints on scope-taking, such as those involvéldei Geach sentence
(10), and in fact | succumbed to its temptations in some Gted drafts of the
present paper. Such an explanation of intermediate scopesms of anytime
Skolem specification would be very similar to the explanaiio terms of free
existential closure of choice functions in Winter 1997—g&#xerchia (2001) for
discussion.

However, the close linkage of possibilities for Skolem sfieation to the
CCG derivation means that there are many other cases forwigcy similar
intermediate readings have been claimed where CCG failsedigt them—for
example, (95a), discussed by Abusch (1994), or the simm@esian (95b) dis-
cussed by Chierchia (2001):

(95) a. Every linguist studied every solution to some probshe considered.
b. Every student studied every paper by some author.

There is no derivation in which an unspecifiegskolem(Az.probleniz A
considefz shé) can come within the scope of “every linguist” without first
coming into the scope of “every problem”. Thus, accordintht present theory,
the claimed intermediate reading (96) must arise from léwant construal” of
the narrowest scope reading, plus some worldly inferentiesokind proposed for
these examples by Schwarzschild (2002) and Kratzer (200Bgteffect that only

*Theo modalities are necessary to limit freedom of word order, mpthce category-based restrictions
on composition rules ISP,
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one problem/author per linguist/student need be congidelespite Chierchia’s
claim to the contrary:

(96) x[linguistx — y[solutiorly A to'sk’ proxYl]

z.problemizaconsidefz

Such processes also offer an alternative explanation éoaiparent availabil-
ity to some judges of intermediate readings in (93) and (@ithout interleaving
B-normalization and Skolem specification.

The same possibility of worldly inference may also expldie possibility of
an “intermediate” reading for the following in which everyoman in question
wants to marry a possibly differede reNorwegian®®

(97) Every woman wants to marry a Norwegian.

7.4 Bound-Variable Pronouns

We will here further assume that a pronoun translatiocthat has been brought by
the derivation into an environmert is obligatorily bound to a variable in it via
the following rule similar to (86%°

(98) Bound-variable Pronoun Specificatiorfi a term such akim', her orit’ in
an environmeng yields a pro-term of the forrpro’x, wherex € £.

Bound-variable pronoun specification, like Skolem speatifan, is an anytime
operation. Logical forms are subject to the standard bigpdionditions, charac-
terized in CCG terms i8S&I1 (Hence, a bound variable pronoun reading is ruled
out for (24) under Condition B.)

However, if a pronoun occurs inside the restrictor propefta Generalized
Skolem term, as in (100) and (101), then it seems as thouglsitdhbe bound at
the same time as Skolem specification, under the followimglitmn:

(99) Forced pronoun binding Skolem specification of a terskolenp forces
pronoun reference resolution for any pronoun in the restripropertyp.

Thus, if Skolem specification is left until after the derieaitis complete, we
get the bound reading (100b) for (100a):
(100) a. Every marioves a woman who loves him

X)
b. vx[marix — lové (Slé\y.womany Al Ove,(pro,x)y)x]

Similarly, (101a) yields (101b):

¥such inference may also explain Geach’s observation thet €listinctions are needed on the de
dicto/de re dimension.

*\We ignore details of number, gender, and case for presepbpes. This rule will be important for
the correct analysis of the interaction of coordination bodnd-variable pronoun anaphora discussed
in connection with example (191) in section 11.
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(101) a. Every farmer who owns a donkey that she likes feeds it
b. vx[(farmerx A owdsl{?(donkew”ke,y(prdx»x)

X)
— feed(prOISl{y.(donkeyy/\like/y(pro’x)))X]

A pronoun can of course (by a process that we continue nottémnat to
specify) also receive a reading discourse-anaphoric tolzedlly available referent,
before it is brought into the scope of a quantifier, as it mushat example and in
the following “wide-scope woman” reading for (100), triggd by early Skolem
specification under the condition above, and meaning thettyewman loves the
same woman, who also loves the contextually available eafédvionboddo:

(102) C. VX[marfx — lové (Sk)\ywomar‘ly/\love’(pro’monboddb)y)x]

However, condition (99) excludes readings like the follogvfor (100), where
the Skolem term is specified early as a Skolem constant, bygrtmoun is bound
after it has come into the scope of the quantifier, meaningethery man loves the
same woman, who loves all of them.

(103) C. *W[marfx—» IOVé(SK\y.womar‘ly/\love’(pro’x)y)x]

Such readings arise under Winter's 1997 and Kratzer's 1%9&ead Choice-
functional/ Skolem-functional accounts, and are toletaeWinter (2001:115-8).
Geurts (2000) argues that such readings must be excludbdygh his stronger
conclusion that movement is the only way to do this does nitaviounder the

present account).

The fact that reading (103) is excluded by condition (99) nsethat the ear-
lier example (95a) from Abusch via Chierchia, repeated hesanot acquire an
“intermediate-scope” reading in which it is required that &évery professor there
is a possibly different book such that that professor reedrelvery student who
read that book:

(104) Every linguist studied every solution to some/a dartgoblem that she
considered.

Even if we could obtain the intermediate reading for the sen(®5b), the bound
variable reading would require skolem specification of taslation of “some
problem she considered” before combination with “everyugoh”. Any such

specification would force pronoun anaphora resolution amdgnt “she” from

being a bound variable pronoun bound by “every linguiststjas it prevents
(103). Such readings are therefore excluded under themrészory,

7.5 Donkeys Revisited

The derivation of (21) is similar to (89

“Unsurprisingly, there is a second derivation whardonkeyis syntactically raised ovewho owns
(N\N)/NP, another instance of schema (88).
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(105) Every farmer who owns a donkey feeds it

(S/(S\NP3sg){Nasc  Nasg  (Nagr\,Nagr) 4(S\NPagr) (S\NP3sg)/NP (S\NP)\((S\NP)/NP)  S\NP3sg
S AnAp.YX[nx — pX X farmer T AGANAY.NY A gy s MAy.owrfxy : Ap.p(skolemdonkey) : Ay.feedit’y

S\NPssg
: Ay.owrf(skolemdonkey)y
Nzsc\Nasa: AnAy.ny A owrf (skolemdonkey)y
Nssc: Ay.farmery A owrl (skolemdonkey)y
S/(S\NPssg) : Ap.vx[farmer'x A owrl (skolemdonkey)x — px] !
S: vx[farmerx A owrl (skolerdonkey)x — feedit'x] !

(In the last step, the pronoun is bound by rule (98), forcedkurcondition (99).)

In every case, the generalized quantifier determiner categgive the univer-
sal quantifier scope over the main predicgtd hey therefore have the effect of a
restricted form of “covert movement” of the quantifier its&l the “Spec of CP”
position. However, in present terms, such “movement” issywitactic, but lexi-
cally defined at the level of logical form. Syntactic derisatmerely projects the
scope relation defined in the lexicon, and the restrictionsampe to be discussed
below follow as predictions from the syntactic combinateri

The quantifier determinamo is often categorized as a universal, suggesting
the categorNP! /N : ApAgA ... Wx[px — —qgx...]™}. However, in most linguistic
respects, including number agreemeamt,behaves like the non-universals. (In
particular, we shall see in section 9.1 that it shares thegatg of not inverting
scope over c-commanding indefinites.) Accordingly, it reee the following de-
terminer category her&:

(106) no :=(S_/(S\NPagr))/.Nagr : ApAg.—q(skolenp)

This category also assumes that both ordinary negation &wllikeno farmer
mark sentences that result from their combination syrtallyi as bearing negative
polarity S_.

This category yields the following reading for the senteNoefarmer owns a
donkey

(207) No farmer owns a donkey

S /(S\NPssg) (S\NP3sg)/NP S\(S\NP)
:Ap.—p(skolemfarmer) AxAy.ownxy :Ag.q(skolemdonkey)

S_/NP: )\x.ﬂowdx(skoler(ﬁarmer’iB
S_ : —owrl (skolemdonkey) (skolemfarmer’)

S ﬁOWdSKionkeySKarmer

“Un earlier circulated drafts of this paperp was treated as a universah. Such a treatment remains
entirely compatible with the model theory in section 4, amubid in fact immediately exclude ex-

amples like (31a). However, it fails to explain wing fails to invert scope like other universals, as
discussed in section 9.1.
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According to the model theory in section 4, this sentenceuis in models where
there are no farmer-donkey pairs in the ownership relatithmatis, it is the read-
ing which is paraphrasable as “No farmer owns any donkey”.

The theory further predicts that this sentence lacks angévwscope donkey”
reading, according to which there is some donkey that nodanwns

To allow the paraphrase with negative-polastyy, we need a category for

any specified for negative polarity, as follows, WheN@lBSG schematizes over
raised categories such 8s\ (S_/NPssg):

(108) any::NP1’3SG4NggG: ApAg.g(skolenp)

We have assumed via the category (106) that NPsiikéarmermark sentences
that result from their combination syntactically as begnregative polaritys_
The exact details of polarity agreement are somewhat teahrind we pass over
them in the present paper, referring the interested readbetcategorial accounts
of Dowty (1994), Bernardi (2002) and Szabolcsi (2004).

The derivation of the negative donkey sentence (50) thes gedollows??

(209) No farmer who owns a donkey beats it
(S-/(S\NPagr))/Nagr Nssc S\NPs3sg
: AnAp.—p(skolemn) : Ay.farmer'y A owrl (skolemdonkey)y : Ay.beatit’y

S_/(S\NPssg) : Ap.—p(skolem(Ay.farmer'y A owr! (skolemdonkey)y))
S_ : —beatit’ (skolem(Ay.farmer'y A owrl (skolemdonkey)y))

S :-beat (prdSkdonkey) SK}\y,farmel’y/\owrfslﬁmnke{/y)

The formula that it yields is true according to the semantiteegation given
in section 4 just in case there is no farmer-donkey ownerphip such that the
farmer beats the donkey.

Heim and Kratzer (1998) have claimed a second, “specifidinitie,” reading
for sentences like (109), parallel to that discussed for};l@8nd arising from the
category (108), according to which there is a certain dorskegh that no farmer
who owns it beats it, but where there may be other donkeys sémkose farmer-
owners beat them. Their actual example is the following:

(110) No student from a/some foreign country was admitted.

Many judges seem in doubt whether specific indefinite readamg in fact avail-
able for (109) and (110), and the present theory does noewtlyraccount for

“’Example (31b), from Lappin (1990), repeated as (i)a belohichvwould otherwise have a deriva-
tion similar to (109), is anomalous because of dynamic camgt on pronominal anaphora that we
continue not to account for in the semantics.

(i) a. #Every farmer who owns no donkey feeds it.

b. Vvx[(farmerxA —owr sl{ﬁnkeyx) — feed (pro’sl{ﬁnkey)x]



SURFACE-COMPOSITIONAL SCOPEALTERNATION 49

them.

7.6 An Aside on Leaking Scope

We have assumed above that Skolem term specification pre@Rie-based un-
bound pronominal anaphora resolution, a process whosespneature the present
paper does not address. However, if that assumption iseé)atl of the above
derivations potentially have alternatives in which theevaint antecedents are
unspecified Skolem terms. For example, the donkey sentengén(fially could
yield the following representation:

(111) vx[(farmerx A owrf (skolendonkey)x — feedit’x]

As an alternative to first specifying the skolem donkey thirding the pronoun
to the result as in (28), the pronoun in (111) can be bound foshe unspecified
skolem ternmskolemdonkey, to yield the following:

(112) vx[(farmerx A owrl (skolenmdonkey)x — feed(pro’ (skolemdonkey))x|

Whenever the two unspecified Skolem donkeys are specifieg,rttust by rule
(86) become the same generalized Skolem tel{rfﬁnkey, since both are in the

environment{x} of the universal quantifier, so this path again yields thenfda
in (28).

However, if the pronoun and the antecedent adiffierentenvironments, then
the logical form that results from specifying the Skolenmeafter pronominal
anaphora has been resolved will not be the same as that ettthinthe other
route. While a pronoun outside the scope of the universaiiifigr bindingx can-

not refer tosl{jgnkeyx, it can refer to the unspecified tersholemdonkey. While

such a term cannot literally be bound by the quantifier, it &ars the donkey
property. | assume that is what allows the scope of univacafteak” in sen-
tences like (56), discussed in section 7.6, repeated here:

(113) Every farmer who owns a donkdgeds it. The local priest feeds-ttoo

To the extent that such pronouns can be understood as reféaithe donkeys
in the first clause, it seems to be by specificatioprof (skolemdonkey) to yield
a proterm in a Skolem constant which we might paraphrasehas donkey in
question,” whose interpretation is only inferentially @eplent on the universal, in
much the same sense that “the local priest” is. Of course,will allow rather
general appearance of anomalous scope. The fact that sleghem this way
(which Roberts 1987 calls “telescoping”) is well-knowndashould not be con-
fused with true bound anaphofti.

“It seems possible that the same mechanism may underlie [t anaphora illustrated in (55).
However, we leave this possibility for future researche lidl questions of pronominal anaphora.
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8 UNIVERSAL QUANTIFIERS
8.1 How True Universal Quantifiers Invert Scope

Because certain universals, by contrast with the exigtentare genuine quanti-
fiers, they and they alone can truly invert scope in both right left-branching
derivations. For examplegvery can invert as follows (once again the left-
branching inverting reading and the non-inverting readifay both derivations
are suggested as an exerci&b):

(114) Some farmer owns every donkey

S/(S\NPssg) (S\NP3sg)/NP (S\NP)\((S\NP)/NPB
: Ap.p(skolemfarmer) : AxAy.owrixy :Aq.vx[donkeyx — gx|*}

S\NPssc: Ay.vx[donkeyx — owrxy] X}
S: vx[donkeyx — owrix(skolenfarmer)] X}

S: Vx[donkeyx — owrix sl{x) J0d

armer

Similar derivations allow the universaéwveryandeachto invert over most non-
universals, such at least/exactly/at most) twand several, many, mostThe
exceptions to this pattern inclui®vandno, which seem not to permit inversion:

(115) a. Few farmers own every donkey. few /#vfew)
b. No farmer owns every donkey. ngv/#vno)

These exceptions seem to be related to the negation implitiese determin-
ers, and the general reluctance of the universals to scogren@gation noted by
Beghelli and Stowell (1997), who point out (1997: 95-97 ttte following are
all anomalous withy— scope reading®

(116) a. ?Every boy didn’t leave.
b. ?Each boy didn't leave

(117) a. ?John didn't read every book
b. ?John didn’t read each book

We might also note the anomaly of inverted readings:

(118) a. ?Some linguist hasn't heard of every language.
b. ?Some linguist hasn't heard of each language

“*The present notation differs slightly from that&®, where terms |ike;l§2nkey are written as explicit

skolem terms such asonegX. Such terms must be distinguished from anaphors of the forex

for purposes of the binding theory, since a skolem ter&) may commancd at the level of logical
form in an inverted scope, as in example (114). See secti@rsd 10.3 for further discussion of this
important point.

“*Beghelli and Stowell are careful to restrict their examgteéneutral, non-focused intonation”, and
attribute the general inattention to the anomaly to cowfusiith the focused versions. In fact the fo-
cused versions seem to introduce metalinguistic or sertétjoaal negation, of a kind that is expressly
excluded from consideration here.
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We will continue to assume that some version of the syntactiarity marking ac-
counts developed within other CG frameworks by Dowty (1984rnardi (2002),
and Szabolcsi (2004) (which are close in spirit to the fuorai-projection -based
account of Beghelli and Stowell themselves) can accourthfese finer details.

8.2 An Aside on “Frozen Scope”

Aoun et al. (1989), Larson (1990) and Bruening (2001) poiritthat while uni-
versals can bind or take scope over indefinite subjects, @kli) and (119a) or
objects, as in (119b), they do not seem to able to bind a datiugdirect object
in the double object construction (119c)—a phenomenonnedddo as “Frozen
Scope”.

(119) a. An editor showed me every article. (inverting)
b. The editor showed an article to every reviewer. (inverting)
c. The editor showed a reviewer every article. (non-inverting)

No such effect is predicted by the present account. Howévamy seems to
hold for the indefinite article: the following all seem to leawmverting readings
(cf. Bresnan and Nikitina 2003):

(120) a. The editor showed some reviewer every article. (inverting)
b. The editor showed exactly one reviewer every article. (inverting)
c. The editor showed at least three reviewers every article.(inverting)

This seems to be to do with the fact that the other determicansattract fo-
cal intonation—in fact, such intonation on the indefinit¢éicde also seems to
make (119c) invert. The missing reading seems thereforage fxom the default
information-structural properties of indefinites, rathiean intrinsic properties of
dative objectper seor the scope-inverting properties of universals.

8.3 Asymmetric Scope in English Embedded Subject Unigersal

Cooper (1983), Williams (1986), Beghelli, Ben-Shalom armhi®lcsi (1997,
p.29), and Farkas (2001) point out, sentences like theviirlig seem to lack read-
ings whereevery farmetakes scope ovesomebody

(121) [Somebody knows (thagjs [every farmer/snp) [owns some

donkeyk np-
£ Yx[farmerx — knoW(owrfslgonkeyx)sl{)X) 1

ersor
+ Vx[farmerx — know(owrl sl{;gnkeyx)sl{;grsom]{x}

This three-quantifier sentence has only two readings, vdthomv and wide scope
donkeys.

The reason thatvery farmetcannot scope over the matrix subject in (121) is
simply thatSomebody knows (thas not a function over NP, so the type-raised
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NP every farmercannot combine with it in advance of combining with the VP
owns some donkey

This is one place in the language where scoping possikild@® not exactly
mirror extraction possibilities. Although subject extiiao is in general disal-
lowed, as in (122a), the subjects of bare complements te\WEsaycan extract,
as in (122b), although we have seen in (121) that they stilhoascope out:

(122) a. *Afarmer who they say that owns a donkey
b. A farmerwho they say owns a donkey

The origin of this constraint (which is predicted in CCG)dahe mechanism by
which bare complement verbs escape it is discussed at somgth l;n SS&I:53-
62. While both the constraint and the fact that English erdiedduniversally
guantified subjects cannot extract are related to the fattBhglish subjects are
leftward arguments of the verb, they are otherwise unrelated, anchdadhanism
that allows (122b) offers no possibility for a lexically fz&d subject to scope
out.

The fact that the constraint on scoping out applies to lefiveaguments of the
embedded verb means that this constraint is even more wiekedn fixed-order
SQV languages like Dutch and German, as discussed next.

8.4 Asymmetric Scope in German and Dutch

To the extent that the availability of wide scope readingsifie true quantifiers
depends upon syntactic derivability in this direct way, waynexpect to find in-
teractions of phenomena like scope inversion with wordeondariation across
languages. In particular, the failure of English completrgeijects to take scope
over their matrix is predicted to generalize to a wider buhogonal class of
embedded arguments in verb-final complements in languake$lerman and
Dutch.

Bayer (1990, 1996), claims that, while both German and Ehglilow scope
alternations in sentences like (123a), german exampleg1ik3b) do not, unlike
their English counterparts (Bayer 1996, 177-179; cf. Ka{irg98),):

(123) a. (Weil) irgendjemand auf jeden [gespanntdstl), pp (ambiguous)
(Since) someone on everybody curious is
“Since someone is curious about everybody.”
b. (Weil) irgendjemand [gespannil,ppauf jeden [ist]]s\np)\ve (Unambiguous)
(Since) someone curious on everybody is
“Since someone is curious about everybody.”

Just such an asymmetry is predicted by the present theof¥2B=),gespannt
ist can form the categoryS\NP)\PP by composition, so that the type-raised
quantifier PRauf jedencan then combine with the whole thing to take scope over
the entire tensed clause. The subjegéndjemandan then combine and subse-
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quently be specified, to yield the scope-inverted narrovpegeading, or may be
specified before reducing, to yield a constant with the afgre= of wide scope.
By contrast, in (123b)ist cannot combine witlyespannuntil the latter has first
combined with the intervening generalized quantifef jeden The quantifier
therefore cannot take wide scope with respect to tense, amcehcannot take in-
verse scope ovargendjemandfor reasons similar to those that limit the earlier
English example (121): the only reading is the one with wsdepargendjemand

For similar reasons, negationkein fenstem (124a) (from Bayer and Kornfilt
1990) must take narrow scope with respectéogesserwhile in (124b), it must
be wide:

(124) a. Maria hat [vergessen] kein Fenster [zu schlieRen].
Maria has forgotten no windowto close.
“Maria has forgotten to close no window.”

b. Maria hat kein Fenster [vergessen zu schlieRen].
Mariahasno window forgotten to close.
“Maria has forgotten to close no window.”

In further support of Bayer's claim, Haegeman and van Rigjkstb86,
p.444-445, and Haegeman 1992, p.202, cite a number of deddfiects of “Verb
Projection Raising” on scope in West Flemish Dutch and Zu@erman subordi-
nate clauses (see Koster 1986, pp.286-2883#yp.165-166 for discussion).

The latter reference shows that the “equi” verbs that allelated word order
alternations in standard Dutch limit scope inversion samiyl to Bayer's (123b),
making (125b) unambiguous in comparison to (125a):

(125) a.(omdat) iemand iedere lied [probeertte zingen]  (ambiguous)
(because) someone every song [tries  to sing]

b. (omdat) iemand [probeert]iedere lied [te zingen] (unambiguous)
(because) someone [tries] every song [to sing]

“because someone tries to sing every song” (ambiguous)

For exactly the same reason, we also predict the similanrfailo alternate
scope in the corresponding Dutch main clause:

(126) lemand [probeert]iedere lied [te zingen] (unambiguous)
Someone [tries] every song [to sing]
“Someone tries to sing every song.” (ambiguous)

We similarly predict a failure of quantifiers in embeddedtsetial objects (as
well as subjects) to alternate scope with the root subjeGarman and Dutch, in
contrast to the corresponding English examples:
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(127) a.lemand [denktdat] Marieiedere lied [zingt] (unambiguous)
Someone [thinks that] Mary every song [sings]
“Someone thinks that Mary sings every song” (ambiguous)

b. Irgendjemand [denkt daR Marie]jeden  [liebt] (unambiguous)
Someone [thinks that Mary] everyone [loves]
“Someone thinks that Mary loves everyone” (ambiguous)

We also predict that, for reasons discussed in connectitnaxample (91),
not only universally quantified subjects but embedded usaley quantified ob-
jects fail to alternate scope with intensional verbs in Dusentences like the
following:4®

(128) dat Janiedere boek van Vestdijk wil  lezen
that Jan every book by Vestdijk wants read
“That Jan wants to read every book by Vestdijk.”

It is important to notice that all of the above German/Dutghraples involve
intensional verbs/predicates, involving relations of ttohat logical form. It
might seem that we must predict a similar asymmetry betweetthdGerman
main and subordinate clauses involving simple auxiliarybge since in main
clauses the V2 condition ensures that the object must cawtith the main verb
in advance of the tensed verb:

(129) a. lemand [heeft]iedere lied [gezongen]
Someone [has] every song [sung]
“Someone sang every song.”

b. omdat iemand iedere lied [heeft gezongen]
because someone every song [has sung]
“Someone sang every song.”

However, on the reasonable assumption that Dutch/Germsitisaies are,
like the corresponding English words, raising verbs, treesgences are predicted
to have identical logical forms, and to both allow both readi. For example,
if we assume, uncontroversially, as$¥®, that the German/Dutch main clause is
VSO and that V2 order arises from the same process as rektion, then the
main clause derivation begins as follows:

(130) lemand heeft iedere lied gezongen

(S/VPptp)/((S/VPpTR) /NP) (S/VPPTP)/ NP VRtp/(VPprp\NP)  VPprp\NP
: skolemperson s AyAp.past(py) : AgAy.Vx[songx — gxy] : AxAy.singxy

S /VPptp: Ap.p(skolemperson) g VPp1p: Ay.¥X[songx — singxy] g

“% am grateful to Gosse Bouma for discussions on a related giearAgain one must avoid distraction
by the possibility of a non-quantificational reading of tHgezt, of the kind found in sentences like
the following, uttered when looking at a pile of books:

(i) Datis eidere boek van Vestdijk.



SURFACE-COMPOSITIONAL SCOPEALTERNATION 55

At this point, Skolem term specification can occur eitheobefiny further reduc-
tion, to give wide-scop&omeonas in (131a), or after as in (131b).

(131) a. S :Vx[sondx — singx skersor]
b. S :¥x[songx — singx sléx) 104

ersor

In the latter case the generalized Skolem term is bound byrilwversal, and yields
a bound reading. The reader can easily assure themseltébalsame will hap-
pen for the subordinate clause. Thus, both versions aréqgpeelccarry both read-
ings, as in the corresponding English sentences.

It is actually quite hard to establish what the true factshef matter are. It is
difficult to elicit consistent judgments from native speakdecause readings are
fugitive and sensitive to the presence of intonational fodimdeed, Frey (1993)
offers a counter-claim, suggesting that there is no trueda@uantifier movement
in German, and that any apparent alternation effects anige 6rthogonal effects
of focus. It is worth pausing for a moment to assess the natureey’s claim in
the light of related work by Krifka (1998).

Frey was concerned to exclude as far as possible the effefiisus and in-
formation structure. He therefore based his claims on nmahipairs like the fol-
lowing, in which nuclear stress falls on the tensed verb tGeflka 1998, 77; cf.
Sauerland (2001)):

(132) a. Mindenstens ein Student HAT jeden Roman gelesen.
At least one student HAS every-ACC novelread
“At least one student HAS read every novel”

b. Jeden Roman HAT mindenstens ein Student gelesen
Every-ACC novel HAS at least one student read
“At least one student HAS read every novel”

Similar effects are obtained with stress on the complemenin subordinate
clauses:

(133) a. WEIL mindenstens ein Student jeden Roman gelesenha
BECAUSE at least one student every-ACC novelread has
“because at least one student read every novel”

b. WEIL jeden Roman mindenstens ein Student gelesen hat
BECAUSE every-ACC novel at least one student read has
“because at least one student read every novel”

Frey’s claim is that (132a) and (133a) are unambiguous awd baly the wide-
scope student reading. It is only when the object is scrafntaeclause-initial
position in (132b) and (133b) that both readings becomdablai Accordingly
he defines a “scope assignment principle” which defines spogsibilities in
disjunctive terms of either If-command or movement. Thisasexplained by the
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present theory, which predicts that the former should aoapes to alternate, for
the same reason Bayer's (123a) does.

However, there is more going on in Frey’'s examples than miatseye.
Suppressing focal accents in the clause does not eliminfimiation structure.
Rather, it imposes one particular information structura. particular, it seems
likely both that the first position in the German clause is pidor theme posi-
tion and that the last preverbal argument position in theethéld is the default
position for the comment or rheme focus, the intonation i82d) and (133a)
makesmindenstens ein Studeinto a noncontrastive topic—that is, an unmarked
or “background” theme in the terminology of Bolinger (199861) and Steed-
man (2000a). But if it is an background theme then it is presspd to be already
available and uniquely identifiable in the discourse conteomething that is
available and unique cannot also be bound, so a narrow seapég is unavail-
able. Of course, ifeden Romarns put in the unmarked theme position, as in
(132b) and (133b), it is still a true quantifier and can bindhot, and sincenin-
denstens ein Studeistthen in the rheme focus position (albeit unaccented, as in
an echo statement) it is free to become bound. But thesengmdrise as a con-
sequence of the meaning of categories like unaccented thealjects, rather than
of c- or If-command as such.

Seen in this light, the crucial question about Frey’s exas i not whether
they allow an inverted readingith the intonation imposed by Freput rather
whether there isinyintonation that allows inversion. According to Krifka (139
the Germanic “hat contour,” which is well known to induce gednversion under
certain conditions (see Féry 1993 and Biring 1995, 199Kes both readings
available in (132a) and (133a) (Krifka 1998, (168)):

(134) a. Mindenstens /EIN Student halEden Roman  gelesen.
At least ONE student has EVery-ACC novel read.
“At least ONE student read EVERY novel.”

The forward slash and uppercasing indicate a rising pitobiaie—realized as
L*+H in German and L+H* in English—and the backward slash apgdercasing
indicate a falling pitchaccent—realized as H+L* in Germard &* in English
(Buring 1997; Steedman 2000a; Braun 2005). The formerradseclaimed by
these authors to mark (the focus or contrastive elemenbpf} br theme in Ger-
man, while the latter marks (that of) comment or rheme. A @stive topic is
by definition not background, and this seems to be enoughrtoipthe inverted
binding.

Itis consistent with these suggestions that in the follgys® manchemwhich
is neither accented not in last position in the mittelfeloes not take wide scope:

“"This observation leads Krifka (1998, 86) to a movement-thasmount of focus, which brings the
intonationally marked sentences back under the origingbes@ssignment principle of Frey (1993).
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(135) a. Mindenstens /EINem Studenten hat so manchelEden Roman  gelesen.
At least ONE-DAT student has many a person EVery-ACC nowalre
“Many a person has read at least one student every novel.”

That is, whileMindenstens einem studentean take either scope with respect
to jeden Romanthere are no readings for (135) in which the latter outssope
the unaccentedo manchelKrifka 1998, 87). But this is a consequence of the
information structural interpretation, not merely of sgetic combinatorics, as in
the case of certain similar effects for scope interpretatinCzech discussed by
Hajicova, Partee and Sgall (1998).

8.5 How Universals Invert Scope Out of NP Modifiers

Examples like the following (from May 1985, via Heim and Kaait 1998) show
universals inverting scope over a matrix indefinite fromidiesthat indefinite’s
noun modifier:

(136) Some apple in every barrel was rotten.

Such sentence are puzzling for any theory of grammar, sieledivization out
of NPs, and in particular out of subjects, is usually regdrde unacceptable,
although opinions differ as to what degree:

(137) a. #The barrel that some apple in is rotten
b. #Which barrel is some apple in rotten?
c. #Every barrel, some apple in is rotten!
d. #Some apple in, and some cover on, every barrel is rotten.

As May pointed out (1985), any movement analysis that allewery barrelto
directly adjoin to S in the usual quantifier position reqgaitkat we provide some
other explanation for the anomaly of (137). The same obs$iervapplies to the
present theory.

May'’s solution is to only allow movement to adjoin quanti§i¢o their matrix
NP. However, as Heim and Kratzer (1998:230-235) point auths tactic com-
plicates the semantics very considerably, requiring ardissemantics (and in
present terms a different category) frery As May himself points out, restrict-
ing the scope of the universal also fails to explain how boweriable anaphora
from outside the NP can occur:

(138) Someone from every citdespises ift#the dump

To save the NP adjunction theory, May has to propose coraitiefurther com-
plications to the theory of pronominal anaphora.

In the face of these complications it may be sensible to reiden the status
of the Subject Condition.

There is one case where it is usually accepted that extraatibof subjects is
allowed, namely when they are “parasitic” extractions. R&terms, it is shown
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in SS&I that examples like (139) require the forward substitutiombinatory
rule (75), and require that substrings likgery person froncompose to bear the
categonyNP! /NP. According to this analysis, nouns likersonmust bear a type-
raised categoril /(N\ N) as well asN.

(139) A city that every person from despises
NPTéN N (N\ N)L(S\NP) (S/(S\NP))/N N/(N\_,N) (N\ ,N)/NP (S\NP)/NP
(S/ENP) LN N i
(S/SNP)NP .
S/NP
NN :
N
NP! -

As SS&lpoints out, the analysis potentially allows examples lhese in (137)—
for example:

(140) #A city that every person from despises the government
NPTJN N ((N\,N)4(S\NP))/((S/(S\NP))/NP) (S/(S\NP))/NP S\NP
(NLN)4(S\NP) ] )
N\ N
N
NP! ]

What is wrong with the latter seems to be either that it respiian otherwise
unmotivated category for the relative pronoun, or that #mdue of relativization
is not a single constituent or information unit, as it is ie fharasitic case (139).

If we accept on the basis of examples like (139) that noundeanthe cate-
gory of functions over noun-adjunct PPs, then the facts eimversion of scope
out of such complements follow immediately. Two successa@positions allow
the assembly aBome apple iwith typeNP' /NP. The generalized quantifi&v-
ery barrelinstantiated aslP"\ (NP! /NP) can immediately combine with it to give
the appropriate generalized quantif@sme apple in every barreis follows*

“*This mechanism does not in itself allow the inverted readih@ja) to bind over stacked modifiers,
to yield a reading (ib), as a reviewer points out it appeaitsetable to:
(i) a. Some student from every department who had failed ¢aimgx.

b. vx|departmerix — complaihsl{?swdemwa“,y]{X}

c. For every department, some student from it complainedhaidailed.

d. Some student from every department complained who hbsdifai

e. Vx(departmerix — (complairisk?) . Afail’ (pro/sk}) 1))
Although the present theory explains how the universal @) gets wide scope, there is no obvious
way to make the relative clause part of the restrictor of theayalized Skolem student. However, it
seems likely instead that (ia) is only interpretable to thiemt that the relative clause is treated as an
appositive and ends up equivalent to (ic). This conjectersns to be supported by the fact that the
related explicitly extraposed example (id) carries theesarterpretation. The syntax and semantics of
appositives and extraposition goes beyond the scope ofréisemt paper, but if they are sentential or
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(141) Some apple in every barrel was rotten
(S/(S\NP))AN - NL(N\N) (N\N)4(NP NP\ (NP'/NP))/N N (S\NP)/AP AP
: AnAp.p(skolemn) : Ag.q applé : AXAnAy.n yAin'xy : AnAp.vzin z— p 23 barrel AXAp.p X Ax.rotterfx
(SIGNPILNN) NPT\ (NP /NP) ~ TSNP Axotterx
- AgAp.p(skolem(q(applé))) : Ap.vzlbarretz — p 2{2

(S/(S\NP))SNP
: AAp.p(skolem(Ay.appley Ain'xy))

S/(S\NP) : Ap.Vz]barrel'z — p(skolenfAx.appléx Ain'zx)] %

S: Vz|barrel'z — rotteri (skolemix.appleéx A in'zx)|{#

S: vzbarrel’z— rotter(sK” )@

x.appléxain’zx

The analysis of course also allows a pragmatically anonsalede scope reading,
according to which there is a single Skolem constant rotpgreawhich is simul-
taneously in every batrrel, since the Skolem term subjectgeaspecified before
it combines with anything?

By making the nouns functions over the general noun-adjcaigtgoryN\N
(rather than more narrowly over PPs) we allow inversion dutBs to crossvh
island boundaries, as in the example in note 3, repeated here

(142) [The man who buildsks\np))/np [€ach television seld s np))\ ((s/(s\P)/NP)
[also repairs itd np

Allowing composition into wh-islands of course means thatmust seek other
than syntactic explanations for appareaiitisland effects like the following:

(143) a. #The place that | like the person who visited us from
b. Some apple which we found in every barrel was rotten. V3 /&vV

However, such a conclusion seems inevitable. It is welikmadhat right node
raising, as in (144a) is not sensitive to islands. It is l€tsnonoticed that similar
conjoined fragments with similar intonation also seem ¢etice wh-extraction,
as in (144by°

(144) a. dHNSoONIlikes the person who visited #ROM, and MONBODDOlikes
the person who gave us a ticked, the beautiful island of Capri.
b. The place that@HNSON likes the person who visited tEsrROM, and
MonBoODDO likes the person who gave us a tickext

Any overall ban on syntactic composition into relativesy(bg stipulating cate-
gories like(N\,N)/ (S/NP) for relative pronouns in place of (77)) will wrongly
exclude (144a,b).

VP modifiers and involve a pronominal anaphor at the levebgidal form, which becomes bound to
the generalized Skolem term, then the possibility of theraditive reading (ie) is explained.

“*Heim and Kratzer (1998) relate the availability of this éatteading to the supposed availability of
both narrow and wide scope interpretationsadbreign countryin examples like (110). According to

the present account, there is no wide scope reading for (110)

*%ike many others, Beavers and Sag (2004) overlook this piitfteir critique of CCG.
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The analysis proposed above makes unproblematic the baaphara inter-
pretation for (138)Someone from every city despisesiitce it puts the quantifier
into root position.

9 NON-UNIVERSAL (NON-)QUANTIFIERS

The non-quantificational analysis of indefinites immedja¢xplains the fact that
most nominals that have been talked of as generalized digamgntirely fail to
exhibit scope inversion of the kind exhibited for the unaadiin (114). The data in
this area are less clear than one might like, but it is argutat the only natural
quantifiers to alternate scope with any generality are the aniversal quantifiers
every eachand their relatives?

9.1 Why Non-UniversaBon't Invert Scope

We have already seen that the appearance of a scope invertidipg for exam-
ples like (11a) (repeated here), which is often used as ampgieawhere neither
surface nor inverse scope reading entails the other, cadmuated for as the
result of early Skolem specification delivering a constdgy; appearing to have
“scope everywhere®?

(145) Exactly half the boys in my class kissed some girl.

However, such Skolem constant interpretations cannot tmmtistribute over the
subject, as would be expected if they were true existenéiabgalized quantifiers.
For example, the “non-specific” or “non-group-denotingoting” plural quanti-
fiers, including the upward-monotone, downward-monot@me, non-monotone
quantifiers (Barwise and Cooper 1981) suctatkeast threemany exactly five
fewandat most two appear not to be able in general to invert or take wide scope
over their subjects in examples like the following, whicle @f a kind discussed

by Liu (1990), Stabler (1997), and Beghelli and Stowell (19%

(146) a. Some linguist can program in few/at most two progrémg languages.
b. Most linguists speak at least three/many/exactly fivglages.
c. Exactly half the boys kissed at most three/many/exacttydirls

That is, unlikesome linguist can program in every programming language
which has a scope-inverting reading meaning that everyrproging language
is known by some linguist, these sentences lack readingsingedhat there
are few/at most two programming languages that are knowmyoliaguist, at

e continue to equivocate on the question of whethestshould be included among the latter.
*2The source of the narrow scope reading is discussed in sebfio

*%0f these non-group-denoting quantifiers, the downward rmmeones like (146a) resist inversion
the most strongly. The upward monotone and non-monotonetifjess like (146b) do not yield such
firm judgments. It is conceivable that they do have truly difi@ational readings, but | will try to
argue the stronger position that none of them are truly dfiational.
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least three/many/exactly five languages that differenbnitgjgroups of linguists
speak, and three/many/exactly five girls that differerd séboys kissed.

Beghelli and Stowell (1997) account for this behavior inmerof different
“landing sites” (or in GB terms “functional projections”} the level of LF for
the different types of quantifier. However, another altéusais to believe that
in syntactic terms these nounphrases have the same cagegany other but in
semantic terms they are set-denoting terms rather thartifjaes) like some, a
few, sixand the like. This in turn means that they cannot engendeardsmcy of
the interpretation arising fromome linguisin (146a). As a result the sentence
has a single meaning, to the effect that there is a specifjaistwho can program
in at most two programming languages.

Since the determinamno is a non-universal, its failure to invert scope is no
surprise. Thus the following seem to lack inverting reading

(147) a. Some/any error was found in no program.
b. Atleast two/as many as two errors were detected in no progr
c. At most two/as few as two errors were detected in no program

However, the negation operator in the logical form of theed®inerno (106)
behaves like the universal quantifier in thatekry correctly predicting two read-
ings for sentence (148), arising from distinct derivati¢h49) and (150)

(148) They asked us to review no book. ask-/—-ask
(149) They asked us to review no book
S/tho—inf VPto—inf/NP VRo-int \(tho—inf /NP)

s Av.asK(v(andus))usthey Axhy.reviewxy — : ApAy.—p SkyookY
VPio_inf : AY.—reviewsky ooy
S: asK(—reviewskygok (andus))usthey

>

(150) They asked us to review no book
S/NP: Ax.asK(reviewx(andus))usthey S\(S/NP) : Ap—p skyook
S: —asK(reviewskyook (andus))usthey
For reasons identical to those for the universal in (121datien is predicted

not to scope out of complement subject position, a fact nbiedartner and
Bfaszczak (2003), as in:

(151) They revealed that no-one had reviewed our bookreve@l-/ « —revea)

10 DISTRIBUTIONAL SCOPE OFPLURALS

We noted connection with example (36) in section 3 that thssitdity of down-
ward distribution of the the nonspecific and counting existds cannot arise from
generalized quantifier semantics of the nominals, sincg¢banot in general in-
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vert scope. This section argues that such downward distrityuarises from the
verb.

10.1 Distributivity

We will assume that, as well as having the normal translgti&2a), many tran-
sitive verbs with plural agreement likeadhave a “distributivizing” category like
(152b)>

(152) a. read :#S\NPp)/NP: AxAy.readxy
b. read :=(SpisT\NPpL) /NP : AxAy.vww € y — readxw (W}

Note that we assume here that plurals liHeee boydranslate as set individuals
which we can quantify over directly, rather than plural widuals of the kind
proposed by Link (1983). In other words, plural generali8alem terms are
set-valued.

We will assume that categories like (152b) arise by the appibn of the fol-
lowing lexical rule to standard (non-collective) verbs,amd as usualS\NP)/$
denotes any member of the set of categories inclu@ifigP and any rightward
function into(S\NP)/$ (cf. (64)):

(153) (S coLl\NP)/$:A...Ay.p...y
=1ex (SsT\NP)/$: N .. Ay.vww € y — p...w] W

In English, this rule is not morphologically realized, but wiust expect other
languages to mark the distinction, morphologically or otfise. Greenlandic Es-
kimo appears to be an example, in which the transitive forthesentenc&hree
boys ate a pizzavith the unmarked form of the verb and an ERG-NOM subject
has only the collective reading. To get the distributivediag the antipassive
form of the verb and a NOM-INS subject is required (Bittne®4R Chinese, a
language in which distributivity is morphologically marken the verb, and where
such marking is obligatory for distributive readings, io#rer example (see Aoun
and Li 1993). The possible occurrence of verbs in Englishdi&therwhich have
only the collective meaning and require set individualsidget is also predicted,
along with that of the following asymmetry, first pointed dayt Vendler (1967)
and discussed by Beghelli and Stowell (1997) and Farkas7()$9

(154) a. All/Most (of the)/No participants gathered in tiary.
b. #Every participant gathered in the library.

*In invoking a “subordinated” use of universal quantificatithis proposal resembles the treatment of
distributive non-quantifiers in Roberts 1991, Kamp and B&#93, p.326-8, and Farkas 1997c.
**Similarly, the English floating “A-type” quantifieeachseems to disambiguate verbs and verbphrases
and/or the nounphrases raised over them as the distribegigbon:
(i) a. Three boys each read a book.

b.  Three boys read a book each.

c. ?*A boy read three books each

d. ?*Three boys each gathered in the library.
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Under this account, subjects in examples like (36), as wehaving a col-
lective reading arising from a set-individual subject undking a single act of
reading a given book, can optionally distribute over thection that applies to
them at the level of logical form, such asad (skolenbook), to yield not only
standard forms like a, below, but alsc%b:

(155) a. reads'%ooKSI%oy ; As|s|=3
b. VZ[Z € Skyoy : rsjs=3 — readsl{lzgokz]{z}
Thus, the subject can distribute over more oblique argusyestin (156§

(156) Three boys read a book

NP, /N NeL (SpisT\NPbL) /NP NP
:AnAp.p(skolenin; As|s| = 3)) :boy :AxAy.VZzey—readxzi¥  :Ap.p(skolembooK)
>
NP,TDL :Ap.p(skolerboy ; As|s| =3)) SoisT\NPeL : Ay : VZz€ y — read (skolembook)Z %

NP|T:>|_ : )\P-IO(SKaoy ; )\s\s{:a))
SpisT 2 VZ[Z € Skyoy - as|si—3 — read (skolembooK)Z){?

SpisT 1 VZ[z € Skyoy ; As|s=3 — readSi{)zo)oK Z]{Z}

(The same mechanism allowsactly half the boyt distribute ovesome girlin
example (145), to yield the “surface scope” reading.)

Since Skolem specification is a free operation, it can apallyén derivations
like the above, to give a third reading, in which a plural eadbjdistributes over a
Skolem constant object, so that there are distinct actsffeirdnt boys reading the
same book.

10.2 Counting Quantifiers

The possibility of plural subjects distributing over skaleonstant counting plural
objects noted in connection with example (156) explainsaemmetry noted by
Szabolcsi (1997a) (cf. (12) and (13), and note 4 in secti@j 2.

(157) a. Every boy read exactly two books. (¥2v,2)
b. Three boys read exactly two books. =2,3/3,=2)

The model theory of section 4 will rule the relevant readifid1b7b) true in a
model in which there are just three boyweeman, Harop, andWilit, all of whom
read the same two books and no others. The model theory véllitrfalse in a
model where one or more of the three—s#flii—read a further book.

The reason for this result (which seems to be linguisticatiyrect) is that
for such a boy, under rule 3a, the crucial extension to Skoterms like

**The connective “;” in the Skolem term is needed because malityi is a property that applies sepa-
rately to themaximalset of boys reading books that has been identified as thentfef the general-
ized Skolem term, as in the model theory of section 4—seéosedi4.

*"The relevant subject and object type-raised categoriemmre again abbreviated &' to save
space and reduce typographical clutter.
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Skhook ; As|s—2 found in evaluatingnswef(skyoo ; as|si—2)Z for z=ilit by rule 1
will be rejected under rule 1c, because there is a supersbted books that sat-
isfies the atomic formula involving this bé§.

There is also of course a standard narrow scope reading avdépendent set
of two possibly different books per boy, and of course thema inverting reading
in which the set of two books distributes over possibly d#f# sets of three boys.

It remains to be explained why universals cannot similarstribute over a
Skolem constant set of books, as in (157a) (cf. (12)). Therlakample seems to
require the Skolem constant object to flegerential that is, aspecificindefinite,
whereas the involvement of an distributive operator in ()58eems to allow it
to be non-referential, a non-specific or arbitrary inde@niCounting quantifiers
appear to be non-referential, as Webber (1978) pointed Hotvever, it is not
clear whether this constraint is syntactic, semantic, agpratic in origin.

Winter (2001):108 argues on the basis of conditional exampke the fol-
lowing that counting quantifiers differ from specific indéfs in being sensitive
to islands, and hence that they must be quantificational,hat \Wwe calls “rigid
nominals”.

(158) a. If some woman | know gave birth to John, then he haseambther.

b. If exactly one woman | know gave birth to John, then he haga n

mother.

Winter points out that (158a) has, and (158b) lacks, a regidiplying that there
is a specific nice woman | know who might be John’s mother, hatlthe latter
has only a pragmatically anomalous narrow-scope readimpdjdating that peo-
ple might have more than one birth-mother. However, sinoguars are not
subject to the maximal participants condition, and plueatssubject to it, this
presuppositional difference is already predicted, andrteaking to do with is-
lands. Conversely, if counting quantifiers are indeed gaized quantifiers, then
their failure to yield wide-scope readings of any kind, irdihg in examples like
(157a), which do not involve islands, remains unexplained.

10.3 An Aside on Distributivity and Word Order

Given the verb category in (159b), which along with one ottadegory (159a) for
showis derived by a similar lexical process to (152b), datives distribute over
more oblique objects, as in (160), but not vice versa:

(159) a. showed :£SpisT\NPpL)/NP) /NP : AXAYAZYW[w € z— showyxw] ("}
b. showed :<SpisT\NP)/NP)/NPp| : AXAYAZYW[W € X — showywzZ W}

%% am grateful to Livio Robaldo for drawing this example to migeation. Related examples are
discussed in a very different Skolem-based framework byihiRobaldo 2007.
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(160) | showed three boys a movie

(SoisT/NP) /NPp. NP, NP!
: My Yw[w € x — showyw mé]t"} : \pAx.px(skolem(boy ; As.|s| = 3)) : Ap.p(skolemmovié)

NPLL I APAX.pX Skhoy ; As|s=3
SoisT/NP: MY YW(W € Skyoy ; as/s—3 — Showryw mé|t}
SDIST | YWW € Skyoy : rsj5—3 — Showi(skolertmovié)w mé] ("}

SoisT 1 YWIW € Skyoy : asjs=3 — shov(/sI{:gviéw mé] W

The question arises of why English does not allow furtheickeixcategories
that allow plurals to distribute over c-commanding indeégj giving rise to in-
verting readings. There is a temptation to attribute th&rigtion by analogy to
some effect of the binding theory, forbidding Skolem termusyf If-commanding
a variable. However, scope-inverting examples like (1 hépsthat this cannot be
the reason, and in fact other languages with freer word+atdén fact allow such
categories, as briefly discussed next

The present theory, unlike the versionSi®, expressly permits lexical entries
for verbs that distribute more oblique arguments over l&asch a category for
the transitive verb, parallel to (152b), but distributinigject over subject, as in
(161a), would in English wrongly give rise to inverting inpeetations like (161b)
for A boy read three books

(161) a. *read :5S\NPpL)/NP: AxAy.Yw € x[readwy] W}
b. +YW € Sk svxesibooky ; )\s.\s\:S[readW Sl{,vc\,li/]{w}

While the account so far for English might have made distidyulook like
binding, subject to a condition like conditions A or C of thiading theory for-
bidding distribution over c-commanding arguments at thell®f logical form
ilustrated in (62), other languages such as Japanese abtwbdtion of this kind.

The Japanese womaremois often translated as Englisiveryone® How-
ever, in contrast to the inverting example (8pmeone loves everyqrtke fol-
lowing Japanese example is unambiguous, and fails to iscepe (Hoji 1985;
Nakamura 1993; Miyagawa 1997), suggesting in present ténatsit is not a
generalized quantifier but a plural generalized Skolem term

(162) Dareka-ga daremo-o aisitei-ru.
Someone-NOM everyone-ACC loves
‘Someone loves everyone.’ ¢/ «v3)

Not surprisingly,daremocan take wide scope in the following example (Kuno
1973:359):

*The putative quantifier determiner heresa The stendareis related to avh-item.
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(163) Daremo-ga dareka-o aisitei-ru.
Everyone-NOM someone-ACC loves
‘Everyone loves someone.’ v8/3v)

Thus far, the behavior of Japanet@emolooks much like English distributivity
over generalized Skolem terms likeree boys However, if the object in (162) is
“scrambled” in first position, it can distribute over the gdi (Hoji 1985; Naka-
mura 1993, 2b):

(164) Daremo-o dareka-ga aisitei-ru.
Everyone-ACC someone-NOM loves
‘Someone loves everyone.’ vH/3v)

Three strong conclusions follow immediately from theseestations under
the present theory. First, the universal quantifier implicidistribution must be
associated with the verb in Japanese, as we have claimea§isk, rather than
the nounphrasdaremo-o0 Second, the different locally scrambled orders of the
Japanese clause must arise from distinct lexical entriessiply schematized as
in the approach of Baldridge (2002) to free word-order. @hthese lexical en-
tries are free to make any scrambled argument distribute ateer arguments,
regardless of case and c-command relations at the levegjafabform. ©°

It is not entirely clear from the somewhat conflicted litewat exactly how to
state the relevant lexical rule, but it seems to obey a géimatian due to Reinhart
(1983) that such lexical entries favor arguments earlietha sentence scoping
over later ones. The omission from the English lexicon oégaties like (161a)
seems to reflect this tendency, rather than command-baseéithitheoretic con-
ditions on logical forms as was incautiously suggestesiRi*

Thus, the property claimed here for English, that distiilitytis a property of
verbs rather than quantified nounphrases, seems to be shihed great many
other unrelated languages, including Japanese, Greeojamd Chinese,

10.4 The Canadian Flag Anomaly

If the rules (64) and (65), are applied to verbs that have laksributivized by
rule (153), then we get verbs like the following (cf. (159a))
(165) hang :<(SpisT\NP)/PP) /NP : AXAyAzZ¥w e zlhandyxw (W}

=LEX hang I=SD|ST’M|D\NPZ )\X)\y.VW S oné[hangyxM{W}

One of the readings that this category will give rise to foample (17), repeated
here (slightly simplified) as (166a), is (166b):

It seems likely, in fact, that Japanese is a language in whigh generalized quantifier NPs are
entirely lacking, and a verb-based distributivity systeoeslall the work of universal quantifiers.
®'The reason for this (defeasible) cross-linguistic tengieingorobably to do with considerations of
“functional dynamism” and information structure of a kintclssed by Hajicova, Partee and Sgall
(1998).
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(166) a. Aflag hungin at least three windows.
b. Soistmip \NP: Yw € oné[hund(in’(skwindow; As.|s| > Ssl{I‘ia")g w] W

This reading arises from early Skolem specificatiorabieast three windows
giving a global specific indefinite set of windows, followegl late Skolem spec-
ification of a flag, giving a dependent Skolem functional flag. The fact that the
preferred model distributes acts of hanging dependent flagisthe windows fol-
lows from pragmatic considerations, just as it délesry read three bookand in

the following paraphrase of (166b):

(167) Someone had hung a flag in at least three windows.

Similar arguments can be brought to bear on the other exanpl(@s).

Since the windows are not distributing, and are a globalifipeadefinite, it
is not too surprising that they can undergo anaphoric édlj@ss in Hischbiller's
(29).

10.5 Distributivity and the Proportion problem

Turning to the English determinenost if we assume, following discussion in
section 3.1, that it has the category in (168) then the pitiagoproblem-inducing
example (47a) is derived analogously to (156), as in (169).

(168) most ::NPl‘gr/oNalgr : AnAp.p(skolem(n; As.|s| > 0.5x|all’n|))

(169) Most farmers who own a donkey feed it

NPLLéNPL NpL SoisT\NRbL
: Anhp.p(skolenin ; most) : Ax.farmerxA owrf (skolemdonkey) : \y.vz(z € y — feedit'Z3

>

NPLL : Ap.p(skolemix.farmer x A owrf (skolemdonkey) ; most)

Spist : VZ[z € (skolemix.farmer'x A owrl (skolendonkey) ; most) — feedit'Z]{3

SisT: VZ[Z € Sl&xfarmel‘x/\owrfsléZ> " ; most - feedit/z]{z}
} donkey ’

SisT: VZ[Z € Si&x.farmel’><Aowriskézgnkey ; most - feed(prds‘é?nkef’)z]{z}

(The functionmost is a space-saving abbreviation for the cardinality propert
given in full in (168).) Since the resulting logical form qudies over farmers
rather than farmer-donkey pairs, it does not suffer fromphaportion problem.
Since the pronoun is a pronoun rather than a definite, it do¢suffer from
the unigueness problem. Because of the universal quartdigributed by the
distributive verb, and rules 3a and 2d of the model theorgtien 4, it embodies
the strong reading rather than the weak reading, meanirgtiieamajority of
farmers who own a donkey feed all the donkeys they own.

It important to notice that these results are independetitetiecision (taken
on the basis of phenomena like (154)) to treat determinkes‘tnost” as plural
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existentials rather than universal generalized quandifiehe same consequences
for the proportion and uniqueness problems would followhistdecision were
reversed.

11 COORDINATION

The distinction that we have drawn between true universa¢g@ized quantifiers
and generalized Skolem terms explains the asymmetry notselgtion 2 in their
interactions with syntactic coordination. Thus, the fd@ttuniversals distribute
over “and” and not over “or”, as in (4), is simply a consequent the standard
Generalized Quantifier semantics for universal quantif@edniners in (82), and
the standard rule 3a for the universal quantifier of the mdaiuksbry in section 4
(cf. Montague 1973, Dowty, Wall and Peters 1981:200-201).

More interestingly, the reversed asymmetry for existéntiaminals illus-
trated in (5) is a similarly direct consequence of the namdard generalized
Skolem term semantics (88) proposed here for existentiatgther with the
independently-motivated distributive condition in rule fr coordination in the
model theory, and the lack of such a condition on rule 2b fejutliction.

For example, the translations &ome man walks and talkexd Some man
walks or talksare as follows:

(170) a.walkKskpan Atalk'sknar
b. walK sknar V talk'skparn

Condition 2¢ of the model theory, defining the semantics ofdmation, ensures
that in the models satisfying (170a), both instances of #eegplized Skolem
term denote the same individual, who both walks and talke. &bk of a parallel
condition on rule 2b ensures that (170b) means that somédudil can be found
who does one or the other.

That same difference between rules 2c and 2b, coupled vétbdbpe of nega-
tion defined in the semantics of “no” (106) and the semanticgegation in rule
2a which mean thatlo man walks and talkandNo man walks or talksespec-
tively translate meaning that you can you cannot find anyamst of the same
man walking and talking, or that you cannot find any man withegi property:

(171) a. ~(walk skpay A talk'sknan)
b. —(walk sknar Vtalk'sknar)

However, the plural existentials are a little more compkch While it might
seem at first thathree men walk and talandmost men walk and taléo indeed
mean that there is a set of men of the appropriate cardinatity all walk, and
that the same set all talk, this interpretation will give arabous results, because
it will distribute the maximal participants condition 1c thfe model theory to the
two conjuncts. For example, it will wrongly yield the valtedsefor models in
which all men walk, and three/most of them talk.
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It is not the maximal participants condition that is at faudtre. The related
disjunctionThree men walk or talkloes not mean that either there are three man
who walk or there are three men who talk, regardless of thatliton. Nor does
Most men walk or talknean either most men walk or most men talk. The latter is
false in a model where a third of men walk, a third talk, andiadttio neither, but
the former is true.

Instead, it must be the case that “and” and “or” have a distilistributive
category parallel to (152b), distinguished by plural agreat from the singular
case that yields (170),thus:

(172) a. and :X(SpisT\NPpL)\(S\NPpL))/(S\NPpL)
: APAQAX.Vz € X[qzA pZ 2

b. or :=((SoisT\NPpL)\(S\NPeL))/(S\NPpy)
: APAgAX.Vz € X[qzV pZ {2

This is not an extra assumption: the distributivizing letile (153)already
applies to the conjunction category (79) when the syntagti@ble T is instan-
tiated asS\NPp_ to yield the following category, because it is an instancénef
verb schemdS\NPp ) /$:

(173) and :5{(S\NPep)\,(S\NPpL)) /. (S\NPeL) : ApAGAY.Qy A py

So conjunction categories like (172) are a prediction, moadditional assump-
tion.

(172a) yields the following interpretations fdihree men walk and tal&nd
Most men walk or talk

(174) a. VX € skparas |g—3[walkx A talk'x]
b. VX € Sknart ; As|s>0.5+/all'marf| [WalKx V talk’x]

The categories in (172) map nondistributive verbs onto &idigive verb.
Collective VPs can also coordinate, via the standard catijomcategory schema
(79):

(175) a. Three boys met in the library and lifted a piano.

Rule 2c makes (175) mean that the same three boys met in theylibnd lifted
the piano. The maximal participants condition predicts thes sentence will be
deemed false in models where more than three boys met inktraxylj but only
three of them lifted the piano. In contrast to the distribaitases (174), this seems
to be correct.

The standard coordination schema (79) also allows mixedulisive and col-
lective conjunctions like the following, with the same pigtibn from the maximal
participants condition:

(176) Three boys met in a bar and had a beer.
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Further discussion of such examples is deferred untilgedi.2 below.

11.1 Quantifier Coordination

It is clear that conjunction on occasion forms set individifeom singular NPs,
since it can change grammatical number:

(177) Johnson and Monboddo like/*likes each other.
We might represent such a subject as follows:
(178) S/(S\NPp_) : Ap.p{johnsor, monbodd§

(The NPJohnson and Monboddwas other type-raised categories of course, with
related meanings). As in section 10, distributive and ntributive readings of
sentences like the following arise from a single set indigidsense of plurals like
Three boysindJohnson and Monboddfs

(179) Johnson and Monboddo went to London.

This is defined by Hoeksema (1983) as “collective” conjumgtiwhich is
nonassociative, and correctly predicts multiple distietdings for NPs such as
“Freeman and Hardy and Willis”.

Coordination of so-called existentials is similarly coliee. For ex-
ample, some man and some womdras the following categories, where
{skolen'mari, skoleMwomari} when specified in the scope of a universal bind-
ing Vx, say, yields{sl{:](;n,sléfgman}—a set individual consisting of a dependent
man-denoting generalized Skolem term and woman-denoéingmglized Skolem

term represented by the following category, among othéosveld by the schema
(82)83

(180) S/(S\NPpy) : Ap.p{skolenmari, skolenwomari}

Such mixed set individuals as “Fred and a/some/at least onean” are con-
structed by the same collective conjunction, as in:

(181) Fred and some woman went to Paris/like each other.

Coordination of universally quantified NPs by contrast doescreate set in-
dividuals®*

52 Not all conjunctions of existentials produce set indivilduor exampleor conjunction of singulars
like Johnson or Monboddproduces a similar family of disjunctive singular indivala starting with
the following:

(i) S/(S\NPssg) : Ap.(p johnsoh) v (p monboddt

®*Some man or some womira disjunctive singular individual parallel to that in ad?2.

®There is considerable cross-linguistic and cross-dialadation to confuse the picture here. My own
dialect is very strict in this respect but many speakersatdéeplural individual readings avery In
the terms of the present theory this means that the wordy&ieambiguous in these dialects between
a quantificational and plural reading.
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(182) Every man and every woman likes chocolate/thinks hehar is a ge-
nius/#like each other/#gathered in the library.

Every man and every womaan therefore be represented by the following cate-
gory, among others allowed by the schema (82):

(183) S/(S\NP3sg) : Ap.(Vx[marix — px ) A (Yyjwomarly — py] V!

Similarly, Every boy admires and every girl detestsentence (10) must bear the
following category:

(184) S/NP: Az¥x[boyx — admirézx X} A vy[girl’y — detesfzy} ¥}

This is the variety of conjunction that Hoeksema calls “inéetive.”

Both categories can be obtained by schematizing the caatidinrule over the
different types, along lines first laid out by Partee and R¢d®©83), and discussed
in more detail than we need here by Hoeksema (1983), Hendi@€s3), Jacobson
(19964a), and Carpenter (1997).

Interestingly, as Hoeksema points out (1983, 77), mixiniyersal and non-
universal conjuncts does not yield a truly quantificatiomesiult. The character-
istics of true universal quantifiers and quantificationaldiags are: a) that when
conjoined they have singular agreement; b) they can bindhdaariable pro-
nouns; c) they can invert scope; and d) they do not suppdeatdlizing predi-
cates likegather None of the following seem to pass these tests:

(185) a. #Every farmer and Monboddo feeds donkeys.
b. #Every farmer and at least one lawyer thinks that she desersubsidy.
c. Some donkey loves every farmer and Monboddo. V-H#/3IV+)
d. Everyfarmer and Monboddo gathered in the library.

Nevertheless, Winter (1996, 2001) offers a convincing argot against
Keenan and Faltz and followers’ claim that conjunctione liand” are lexically
ambiguous between the collective and intersective readioig the grounds that
no attested language distinguishes these putative mesawiity different lexical
conjunctions. He provides a semantics for the coordindtiahderives both vari-
eties via coercion from a single sense. The details are stiatdechnical, and we
will simply assume for present purposes that interpretation in the category in
(79) embodies this analysis and imposes the restrictiostithted in (185).

It follows from the set-individual nature of coordinateds®ntials that they
behave like plurals. In particular, (186a,b) involve a $ngoy:

(186) a. Some boy ate a peach and a pizza.
b. | gave some boy a peach and a pizza.
c. | gave some boy a pizza on Saturday and on Sunday.

On the other hand, (186c¢) can involve different boys (andasy Temporal ad-
verbial conjunction is intersective, and each adverbiatGbutes a distinct situa-
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tional variable in which different instances solerfboy become boun®

11.2 The Across-the-Board Constraint on Scope

The assumption that all so-called quantifiers other thamtniversals translate as
generalized Skolem terms provides everything we need toustdor the across-
the-board constraint on scope exemplified by the Geachrsem{d0) Every boy
admires and every girl detests some saxophdhist

As in SP, the “narrow-scope saxophonist” reading of this senteaselts from
the type-raised object category (88) applybeforeSkolem specification tevery
boy admires and every girl detesi§type S/NP (whose derivation is parallel to
thatin (81)), as in (187), repeated here in the new notation:

(187) Every boy admires and every girl detests some saxophonist

S/NP S\(S/NP)
: Ax.vy[boyy — admireéxy| Y} AVZgirl’z — detest&z{Z  : Ag.q(skolemsax)

S: Vy[boyy — admire$(skolemsax )y] Y} A Vz[girl’z— detestq skolemsax)z{Z

S: Vy[boyy — admireés@;)xy] W AvZgirl'z— detest@é;))< 2z

Since Skolem specification happeafter the syntactic combination and seman-
tic reduction, both become generalized Skolem terms depermh the respective
quantifiers of the two conjuncts. Each term therefore denatgotentially differ-

ent individual, dependent via the Skolem tem%)xy andsl@xz upon the boys
and girls that are quantified over, yielding the narrow-ggading

The “wide-scope saxophonist” reading arises from the sategories and the
same derivation, when Skolem term specification ocbefsrethe combination
of Every boy admires and every girl deteatsd the object, when the latter is not
in the scope of any operator. Under these circumstancesifispéion yields a
a Skolem constant, as in the following derivation, repedtech SPin current
notation:

®*The interaction of these properties with argument clustardination is discussed by Crysmann
(2003).

®®Fox (1995) and Sauerland (2001), following Ruys (1993)ermnumber of cases in English and
German where quantifiers appear to scope out of one conjloe,an violation of the across-the-
board generalization. In particular Fox (1995, (56)) claitine following asymmetry:

(i) a. Some student likes every professor and hates the Dean. (#v3)

b. Some student likes every professor and hates her agsistan (V3)
Such examples do not seem to offer a very clear generaligagioen the general tendency of scope
to “leak” anaphorically, as discussed in section 7.6, aedalt that under the epithet substitution test
discussed in section 3.1, the pronoun in (ib) does not sedye tmiversal-bound. We will pass over
them here.
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(188) Every boy admires and every girl detests some saxophonist
S/NP S\(S/NP)
: Ax.vy[boyly — admireéxy] Y} A VZgirl’z— detest&Z{? : Aq.q(skolemsax)
- hd.0(sksa)

S: Vy[boyy — admiredsksaxy] Y} A VZ[girl’z — detest&sksad (2

These categories do not yield a reading in which the boysiatiige the same
wide scope saxophonist but the girls each detest a diffagndw scope one. Nor,
despite the anytime nature of Skolem term specification eved the possibility
of specification intervening between syntactic combirmatod-normalization
that was explored but rejected in (93), do they yield one iricivithe girls all
detest one wide scope saxophonist, and the boys all adnuteerdifferent wide
scope saxophonist. Both facts are necessary consequdrnbesammbinatorics
of CCG derivation, and require no further stipulation ofgdielism conditions.

A similar prediction of parallel scopes in coordinate stuwes to that for (187)
and (188) follows for (189):

(189) a. Some woman detests every saxophonist and everpdrmaplayer.
b. Some woman detests every saxophonist and likes everybtnoen
player.

In both casessome womamust either undergo specification before syntactic
combination with the conjoined universals, giving rise toeading with a sin-
gle wide-scope woman, or after, yielding a reading with djemt generalized
Skolem terms—that is, narrow-scope women in both conjuridiged readings
are again impossible.

A similar across-the-board prediction to that for the Gesehtence is made
aboutde dicto/de raeadings in examples like the following:

(190) Harry wants to date, and Louise wants to marry, a Noraveg

That is, the only available readings involve either a simtggeNorwegian (para-
phrasable in some dialects by the specific indefinite “thisaidgian”), or differ-
ent dependertde dictoones. There is no reading with two differefe reNorwe-
gians, much less readings with mixee dicto/de reones®’

The binding of pronouns by quantifiers via rule (98) is alsaagtime oper-
ation, and is forced by Skolem term specification under r88.(The ambiguity
between free and bound pronoun readings therefore armesdisimilar possibil-
ity of skolem specification and binding before or after conattion with the verb,
with the same characteristic of obligatory binding in theimmment defined by
the derivation so far. It follows that a related across4loard effect is predicted
for this ambiguity in examples like the following, which aséa kind analyzed in
Jacobson 1996a, where it is wrongly claimed that CCG allowB ¥olations for

®"Again, we can ignore for present purposes the finer distinstion this dimension noted by Geach
(1967).
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related examples):
(191) Every boy detests and every man admires, his saxofibaoker.

A similar range of readings subject to the across-the-boanstraint is pre-
dicted for the following kinds of example, given the catggi83) forevery man
and every boy

(192) Every man and every boy admires/wants to marry a/ixisfg@one teacher.

However, we predict only wide-scope negation in the follogvexample re-
lated to (148), since only the left branching derivatiorgtlet to (150) is available:

(193) You asked us to read and they asked us to review no boeksk(#ask-)

It has on occasion been argued that the across-the-boaditiooron scope
can be captured instead via transderivational parallatisnstraints on coordinate
structures of the kind proposed by Goodall (1987) and agptiere recently by
Fox (2000) to some rather different elliptical and anaphoanstructions. Quite
apart from the theoretically problematic nature of suchstmints for other than
purely anaphoric or copy-based processes (see Jacobs8raa8%otts 2001 for
recent discussions), one would want to have such congraimerge from the
basic principles of the grammar, as they do in present terams the fact that the
conjunction categories like (79) apply to like types.

It follows that we make a number of predictions concerning dlcceptabil-
ity of nonparallel scope interpretations arising from conjuncsiaf so-called
existentials, related to the possibility of conjoining mav scope or dependent
existentials with wide scope quantifiers and specific-mféal NPs, as in the fol-
lowing:

(194) a. Some woman likes, and every man detests, every lsaxisp.
b. Some woman likes, and the man | met yesterday detests; saro-
phonist.
c. Some woman likes, and Johnson detests, every saxophonist
d. Monboddo and some woman attended every rally.

In fact, non-parallel mixed-scope readings do seem to bigaée for coor-
dinate sentences involving explicit multiple existergjalthough in general they
are pragmatically disfavored, as in the following relasiveé the Geach sentence:

(195) Every boy admires a certain saxophonist called Johtrade and detests
at least one trombone player.

(196) A certain saxophonist | know likes and at least one brone player detests
every tune by Miles Davis.

(197) Sally wants to marry a certain judge called Monboddd tandate at least
one Norwegian.
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The mechanism of distribution over plurals described irieacl0 also makes
strong predictions concerning both parallel and non-pelrstopes that would be
hard to duplicate with any global parallelism constrainhus, it is a prediction
of the theory that, unlike the universal quantifiers in thea@esentence (10),
the scope effects of distributivity need not be parallellauses conjoined under
right node raising. For example, the following sentencegret in a discussion
of the activities of a set of boys, seems to have a readingemter three boys
distributively read different books and the two boys cdileay wrote the same
book:

(198) Three boys read, and two boys wrote, a book.

Similarly, the following sentences have readings wherestume three boys act
collectively in one disjunct but distributively with resgteto pizzas in the other
(cf. Massey 1976):

(199) a. Three boys ate a pizza and lifted a piano.
b. Three boys gathered in the bar and ate a pizza.
c. Three boys met each other and ate a pizza.

The verb-lexical basis for distributivity forces paraltoping in examples
like the following 58

(200) | showed three boys a movie, and two girls a video.

But again, the possibility of non-parallel scoping is potdil in sentences like the
following:

(201) 1 showed three boys a movie and gave three girls a pizza

12 CONCLUSION

The above observations imply that among the so-called disardeterminers
in English, the only ones that have interpretations cowadng to generalized
quantifiers are those that engender dependency-inducimgsaversion, refuse
to combine with collective predicates likgather in the library have singular
agreement only, and undergo intersective conjunction.s&lgenuine quantifier
determiners—every each and their relatives—give a universal quantifier scope
over the matrix predicate at the level of logical form as dadirin the lexi-
cal categories for these determintsThis mechanism achieves the effect of
“covert movement” of the quantifier. However, it is not a dational or structure-
changing operation: the declaratively-stated scopeiogiatiefined in the lexicon
at the level of logical form are merely projected onto seogelevel logical forms
by the combinatorics of monotonic CCG syntactic derivatign the terms of the

%®The mechanism given iBPwhereby argument clusters suchTago girls a videocan coordinate in
CCG is discussed i8P46, Ch.7.
*We continue to leave open the possibility that these inchadst
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Minimalist Program, CCG, like GPSG, reduces all varietitmovement, copy-
ing, and deletion, to merger.)

No other so-called quantifiers are truly quantificationabbit Existentials
rather denote various types of individual translated aggdized Skolem terms.
These give the appearance of taking narrow scope when tleeyoamd by true
guantifiers and/or intensional operators, and of takingevidope when they are
unbound. In the latter case, they are constants and “talesse@rywhere” with-
out any equivalent of movement, covert or otherwise. In &oldj set-denoting
generalized Skolem terms can distribute over or bind otketeédn terms that they
command at the level of logical form, via another lexicafizeechanism associ-
ated with verbs. In some respects, there is a general kirtshipe approaches of
Kratzer and Winter. However, the present approach diffe@sisuming that both
the indefinites and the other non-universals entirely lackjficational readings
(cf. Kratzer 1998:192 and Winter 2001:118-119,166-167).

A number of correct predictions follow concerning UnivdiG@aammar. Since
the majority of so-called quantifier determiners entirelgk a generalized quan-
tifier reading, we correctly avoid predicting the existemédanguages in which
existentials like “someone” are differently lexicalizeat harrow and wide scope
readings in sentences like (1), “Everyone loves someoregesthese readings
arise from a single sense defined in terms of an underspe8kekkm term and
the process of specification.

However, we continue to allow the possibility that certarital items may
be categorially specified as required to be within the déiowal scope of certain
syntactically marked operators. Examples are negativaripplitems including
Englishanydiscussed in categorial terms above an8 8&l, 55-57, and the Hun-
garian reduplicating dependent indefinite determinersudised by Farkas (1997a,
2001). In contrast to the normal indefinite determinersohtare predicted to be
ambiguous between the bound and unbound readings, thededteestricted to
binding contexts and dependent readings, and appear tabeahle in syntactic
terms similar to the negative polarity items.

In contrast, it is consistent with the above account to asstimat any narrow
scope or dependent readings of the true quantiéeesy andeachwould have to
arise from distinct non-quantificational senses. Accayiinthe theory predicts
that languages might exist in which the wide generalizectjfier reading and
the narrow non-quantificational reading are differentlyidalized, or in which
one reading or the other is simply unavailable.

These predictions also appear to be correct. In Englislf ifaed many
other languages—see Gil 1995 and Haspelmath 1995), it cargoed that non-
quantificational universal set-denoting expressions peeified by lexically dis-
tinct determiners like “all,” which achieve their univetsaadings through the
distributivity apparatus described earlier. The asymgnetited at (154) suggests
that English true quantifiers in fact entirely lack plurahdings, at least in certain



SURFACE-COMPOSITIONAL SCOPEALTERNATION 77

dialects.

It also seems likely on the basis of Baker 1995, Bittner 199gyn and Li
1993, and Hoji 1985, that Mohawk, Greenlandic Eskimo, Céénend Japanese
are examples of languages in which true universal genetipiantifiers are en-
tirely lacking, the work of wide scope universal quantifioatbeing done by the
plural specifier corresponding to “all,” aided by distrilwitty, Skolem-functional
dependent entities, and the rest of the apparatus desalime. Indeed, lan-
guages with true nominal universal quantifier determinides English and other
European languages may even be a minority.

The apparent scopal anomaly of donkey sentences both axferasng func-
tion for almost every detail of the model theory that undespihe present the-
ory, and provides independent support for the view of eriséés as general-
ized Skolem terms. While the present proposal has beenmisssas a non-
dynamically scoped version of DRT, under the very broad defmof DRT pro-
posed by Heim 1990, it is the interpretation of existentiegeneralized Skolem
terms that allows a semantics that avoids the Scylla of t@gtion problem
without foundering on the Charybdis of the uniqueness noblIt also permits
a theory of donkey anaphora in which the strong reading sufigem the stan-
dard meanings and properties of both indefinites and prasyamithout recourse
to construction of covert definites and attendant minimtalagions (as in E-type
accounts), context-dependent translation of existenéialuniversals (as in early
versions of standard DRT), or binding-theoretically pevbhtic dynamic gener-
alizations of the notion of scope itself (as in the DPL ven}io

The present theory assumes some version of the DRT theonybmfund pro-
noun reference. This account remains incomplete in a nummibéetails, as do
all others, and remains a subject for further research. Hbtegorial grammar-
based account of pronominal anaphora by Jacobson (1996ajme an attractive
alternative. However, it has so far proved resistant to daatibn with present
syntactic assumptions.

Under these assumptions, the available scoped readimfisling certain no-
torious cases involving inversion out of NPs discussed tige 8.5, can be com-
puted directly from the combinatorics of syntactic deiiwatin CCG alone, to-
gether with an “anytime” operation of Skolem term specifwatof the uninter-
preted terms associated with indefinite NPs.

The process of Skolem term specification bears a familyicglahip to the
process of enumerating the possible scopal readings foerspdcified quanti-
fiers in UDRT (Reyle 1992). However, Skolem specificatiomisrely integrated
within the grammatical derivation. In this respect, Skolspecification is also
reminiscent of the idea of “retrieval from storage,”—in pewlar, from Nested
Cooper Storage (Keller 1988). However, the present prdfpocslades no storage
memory independent of the memory required for the logicahfaself, and the
extended push-down automaton implicated by the gramnef {EPDA, Vijay-
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Shanker and Weir 1993, 1994).

It follows that the only determinant of the number of avaiéateadings is the
notion of syntactic derivation embodied in CCG. All logidalm level constraints
on scope orderings can therefore be dispensed with. As P&% 4ndSP point
out, this is a stronger result than that in related work of boand Shieber (1987),
Keller (1988), and Pereira (1990), as extended in Shielseifa and Dalrym-
ple (1996), and the combinatory continuation-passing@ggr of Barker (2002,
2001). That same combinatorics of CCG means that sentekedbé¢ following
(adapted from Hobbs and Shieber 1987) are predicted to hayef@ur scoped
readings, resulting from alternating movies with the alggion of farmers and
donkeys, rather than five as predicted by those earlier axtsou

(202) Every farmer who owns some donkey likes some movie.

Some, but not all, of these results can be transferred ta sgmtactic frame-
works. Thus, the LTAG derivation tree -based approach tontifier scope
of Joshi and Vijay-Shanker (1999), Kallmeyer and Joshi @20@&nd Joshi,
Kallmeyer and Romero (2003), imposes the same limitatiorexamples like
(202), using underspecification. By adopting the view ofefinites as general-
ized Skolem terms, related semantic frameworks such asl@@mRT (Kamp
and Reyle 1993; van Eijck and Kamp 1997; cf. Bos et al. 2004d)dcalso in
principle capture their non-inverting character. Howetee interaction of scope
and coordinate structure exemplified by Geach’s examplegi@ the many vari-
ants considered here appears to demand the specific grazaheatinbinatorics of
CCG to explain when conjoined scopes must exhibit parafteliand when they
may not.
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